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T
echnological advancement is 
changing the world. Just a few 
decades ago, only the earliest 

adopters owned a computer; today, 
96 percent of Americans own a phone 
with more computing power than the 
vessel that catapulted astronauts to the 
moon.1 A few decades ago, discover-
ing the answer to a certain bit of trivia 
required deep dives into encyclopedias; 
today, the answer to almost any ques-
tion is available in seconds on Google. 
In the not-too-distant past, pilots landed 
planes, doctors ofered diagnoses, and 
drivers sat behind semitrucks’ steering 
wheels; today, aspects of each of these 
tasks are increasingly handled by artii-
cial intelligence.2 Technology is indeed 
changing the world, and courtrooms are 
no exception.

Prior to the recent technological 
revolution, courtroom evidence was, 
by and large, intrinsically linked to the 
actions of individuals.3 It was, for lack of 
a better term, “person-based.” (Human) 
witnesses dominated the courtroom. 
Cases were won or lost solely on the 
reliability of eyewitness testimony, the 
credibility of character assessments, or 
the expertise of a particular individual. 
Even the reliability of documentary or 
physical evidence was oten linked to 
the inherent ability or subjective behav-
ior of an individual. For example, in the 
era before the advent of modern pro-
duction lines, the reliability of a chair 
primarily depended on the subjective 
actions of the artisan who constructed 
it. And, to be sure, all this evidence still 
plays a centrally important role in tri-
als today.

But person-based evidence is no lon-
ger the monolith it once was. Rather, 
with technological advancement has 

come the rise of so-called machine-
generated evidence.4 Unlike traditional 
forms of person-based evidence, 
machine-generated evidence is, by 
deinition, nonpersonal. hat is, the reli-
ability of machine-generated evidence 
primarily depends not on any person’s 
actions—neither the quality of their per-
ceptions nor their ability to carry out 
tasks—but instead on the standardized 
processes and mechanisms internal to 
the machine that produced it.5 When a 
police oicer uses a breathalyzer to test 
a driver’s blood-alcohol concentration, 
for example, the accuracy of the BAC 
level indicated by the machine depends 
primarily on the ability of the breatha-
lyzer to reliably measure alcohol, not the 
actions of the oicer.6 When a toxicolo-
gist in a forensics lab tests a substance 
from a crime scene using gas chroma-
tography or a mass spectrometer, the 
reliability of the identiication of that 
substance as, say, arsenic depends more 
on the internal mechanisms of the gas 
chromatography machine or the mass 
spectrometer than the actions of the 
analyst.7 Indeed, the reliability of pho-
tographs,8 neurological brain scans,9 
and many other emerging types of evi-
dence depends far more on standardized 
mechanical processes of the instrument 
involved than individuals.

As technological advancement con-
tinues apace, and new, innovative forms 
of machine-generated evidence reach 
the courtroom, judges and lawyers will 
be required to respond in two impor-
tant ways.

First must come awareness of the 
unique nature of machine-gener-
ated evidence. The legal profession 
must recognize that machine-gener-
ated evidence is categorically distinct 

from person-based evidence. It consti-
tutes a diference in kind. As explored 
below, much of the present confusion, 
inaccuracies, and ineiciencies in our 
legal system’s treatment of machine-
generated evidence is caused by 
attempts by judges and lawyers to treat 
machine-generated evidence as if it 
were person-based—as if its reliability 
depended on the actions of some indi-
vidual. Only by recognizing the unique 
and, in many ways, paradigm-shiting 
features of machine-generated evidence 
can necessary reform occur.

Second, after recognizing that 
machine-generated evidence constitutes 
a diference in kind, the legal profes-
sion must consider how to best treat it 
in the courtroom. What doctrines and 
rules must change to better scrutinize 
machine-generated evidence? If the reli-
ability of machine-generated evidence 
doesn’t (or shouldn’t) require a wit-
ness on the stand, what is the best way 
to evaluate it at trial? Answering these 
questions will require innovative and 
potentially radical thinking, as demon-
strated by recent scholarship paving the 
way on this front.

RECOGNIZING A  

DIFFERENCE IN KIND

In the courtroom, both historically 
and today, the witness box is center 
stage.10 Testimony is, by far, the most 
common form of evidence received 
during trials.11 Evidence comes directly 
from, or is at least presented through, 
people. Indeed, trials are usually lit-
tle more than a sequential procession 
of witnesses. In light of this reality, 
our evidentiary regimes—the Federal 
Rules of Evidence and state evidentiary 
codes—largely assume that evidentiary 
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reliability depends on the reliability of 
some person’s actions or testimony.12 
hus, the hearsay rule and Confronta-
tion Clause seek to ensure, in efect if 
not necessarily in purpose, that declar-
ants—people—appear in court to testify 
from the witness stand.13 he oath and 
perjury penalties ensure that those tes-
tifying—people—are truthful on the 
stand. Cross-examination, famously 
described as “the greatest engine ever 
invented for discovery of truth,”14 
assumes that there will be people to 
cross-examine. Our trial system is, and 
has for centuries been, all about people.

Into this paradigm now comes 
machine-generated evidence, which is, 
of course, emphatically nonpersonal.15 
Instead of deriving reliability from the 
actions of individuals, the reliability of 
machine-generated evidence depends 
on, predictably, how the machine is 
maintained and operates. By deinition, 
a person’s actions or reliability will be 
less relevant in the context of machine-
generated evidence.16

So how has our legal system thus 
far responded to this evidentiary new-
comer? How is machine-generated 
evidence treated at trial? Unfortu-
nately, but perhaps unsurprisingly, most 
ind the current courtroom treatment 
of early forms of machine-generated 
evidence suboptimal. Most often, 
machine-generated evidence is treated 
as if its reliability somehow depends on 
the actions of a person; the reliability of 
that person then acts as something of a 
proxy for the reliability of the machine-
generated evidence.

Consider, irst, the present treatment 
of DNA evidence in courtrooms. DNA 
evidence is a touchstone example of 
machine-generated evidence.17 Unlike 
some forensic disciplines that heavily 
depend on the expertise of a forensic 
examiner, a DNA technician does not 
primarily rely on his or her subjective 
judgment when examining DNA or 
identifying a DNA match. Her role at 
the lab is largely ministerial.18 Where, 
then, does a DNA match come from? 
A genetic analyzer (speciically, a DNA-
typing machine), aided by software 
programs like TrueAllele, analyzes DNA 
samples using statistical methods to 

determine the likelihood that a sample 
“matches” certain known DNA proiles 
(say, a defendant’s proile).19 In most 
modern instances, the entire process is 
driven by algorithms. A lab technician 
does not view diferent strains of DNA 
to visually identify a match; rather, DNA 
typing is an exercise in machine-based 
statistical analysis.20 he role of the lab 
technician is largely to prepare adequate 
samples, run the tests, and record the 
machine’s results.

But despite the objective, machine-
generated nature of DNA evidence, our 
legal system has, to this point, treated 
DNA evidence as if it were person 
based—as if its reliability depends far 
more on the actions of the lab technician 
than the processes internal to the genetic 
analyzer. Rather than irst emphasizing 
appropriate scrutiny of the mechanical 
and algorithmic processes used to give 
rise to a DNA match, recent prominent 
cases from the U.S. Supreme Court focus 

on the lab technician to the detriment 
of considering the primary function 
of the machine in question. Decisions 
such Melendez-Diaz v. Massachussetts21 
and Bullcoming v. New Mexico22 render 
DNA evidence inadmissible under the 
Confrontation Clause unless the lab tech-
nician who oversaw a DNA test takes the 
stand and subjects herself to cross-exam-
ination.23 To be sure, there will, of course, 
be instances when scrutiny of lab techni-
cians is appropriate.24 Recent prominent 
examples of misconduct and sloppiness 
in forensic labs across the country make 
that patently clear.25 But there is a criti-
cal diference between testing a certain 
lab technician for misconduct or slop-
piness and asserting that, in every case, 
the technician is the primary source of 
DNA reliability. More oten than not, the 
reliability of a DNA match will depend 
far more on the reliability of the genetic 
analyzer than the actions of the lab 
custodian.26
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Courtroom treatment of photo-
graphs also reflects some present 
discomfort with machine-generated 
evidence. Like DNA evidence, pho-
tographs are quintessential examples 
of machine-generated evidence. he 
reliability of a photograph depends 
primarily on the internal mechanisms 
and standardized processes of a cam-
era rather than the actions of whoever 
might use it.27 Reliability questions relat-
ing to photographs should therefore 
center around those internal processes. 
Is there some systematic error in a 
camera that afects or distorts the pho-
tographs it produces?28 As chronicled 
by UCLA Law School Dean Jennifer 
Mnookin, courtroom recognition of 
the machine-generated nature of pho-
tographs is the exception, not the rule.29 
Instead, as with DNA, courts predomi-
nantly tie the machine-based evidence 
to the testimony of a person. Rather 
than allowing photographs to stand 
alone as reliable depictions of certain 
events, the prevailing approach at trial 
is to treat photographs as demonstra-
tive evidence.30 hat is, photographs 
are oten introduced simply to illustrate 
the testimony of a witness—a person. 
Rather than recognizing a photograph’s 
independent value and, oftentimes, 
superiority to eyewitness testimony, 
photographs are (at least technically) 
treated as a demonstrative aid on par 
with graphs, charts, and posters.31 In 
Mnookin’s words, the “new evidentiary 
category” of machine-generated pho-
tographs saw “[j]udges [attempting] 
to accommodate the new technol-
ogy by pronouncing it an iteration of 
an existing phenomenon” rather than 
recognizing its unique, machine-based 
characteristics.32

Practically speaking, perhaps the 
present approach to DNA, photographs, 
and other types of machine-based evi-
dence makes sense—ater all, our tools 
for testing evidence in the courtroom 
largely assume that there will be a person 
on the stand. How do you put a machine 
under oath, let alone cross-examine it? 
But forcing machine-generated evidence 
into a person-based paradigm has led to 
some clear conceptual distortions and 
practical ineiciencies. Absent atypical 

situations involving human misconduct 
or substandard calibration, the reliabil-
ity of a breathalyzer reading is far more 
dependent on the breathalyzer’s internal 
processes than the actions of an oicer 
who administers it.33 Absent similar 
atypical situations, the reliability of an 
EEG or fMRI brain scan depends far 
more on the machines analyzing brain 
activity than the technician overseeing 
the procedure.34 Generally stated, the 
reliability of machine-generated evi-
dence depends far more on the machine 
than any one person, yet the machine is 
not the focus in courtrooms today.

So as machine-based evidence 
becomes increasingly common, judges 
and lawyers must wrestle with how to 
best examine and scrutinize it in the 
courtroom. If the status quo is sub-
optimal, how can we improve our 
procedural and evidentiary rules to 
better evaluate machine-generated 
evidence?

EVALUATING MACHINE-

GENERATED EVIDENCE

Because machine-generated evidence 
represents such a historically unique 
entrant to the courtroom, considering 
how to best evaluate it at trial requires 
innovative and radical thinking. When 
we take tools designed for evaluating 
people of the table, what’s let?

Andrea Roth, a professor at UC 
Berkeley Law School, has ofered per-
haps the most incisive commentary on 
the institutional, structural, and pro-
cedural changes that are necessary for 
proper evaluation of machine-gen-
erated evidence in the courtroom. 
In her 2017 Yale Law Journal article 
“Machine Testimony,” Roth notes that 
“[m]achine sources potentially suf-
fer ‘black box’ dangers . . . a machine’s 
programming . . . could be imprecise 
or ambiguous because of human error 
at the programming, input, or opera-
tion stage, or because of machine error 
due to degradation and environmen-
tal forces.”35 To protect against these 
concerns, particularly as they manifest 
in machine-generated evidence, Roth 
insists that we must materially change 
the way our legal system has tradition-
ally thought about applying procedural 

and evidentiary rules.36 Among a com-
prehensive set of proposals, Roth 
suggests that, minimally, discovery must 
allow litigants enhanced access to the 
very machines that produced evidence 
in a particular case. “hese rules might 
allow litigants to access machines before 
trial to test different parameters or 
inputs (much like posing hypotheticals 
to human experts). . . . [Additionally, 
the] rules might also require public 
access to programs for further testing 
or ‘tinkering’; disclosure of ‘source code,’ 
if necessary to meaningfully scrutinize 
the machine’s claims; and the discovery 
of prior statements or ‘Jencks material’ 
of machines, such as COBRA data for 
breath-testing machines.”37 Similar 
reforms are suggested in a 2019 Texas 
Law Review article by Vanderbilt Law 
School professor Ed Cheng and myself. 
Like Roth, Cheng and I argue in favor 
of expanding compulsory process and 
subpoena powers to allow litigants 
increased access to machines.38

Beyond proposing new discov-
ery tools, Roth, Cheng, and I all also 
insist that certain fundamental doc-
trines must be reconceptualized to 
account for the rise of machine-gen-
erated evidence. Take Confrontation 
Clause jurisprudence: Demanding that 
a forensic lab technician take the stand 
and testify about machine-generated 
evidence might make for great theater, 
but the accusatory element in, say, a 
DNA test is primarily the processes of 
a machine, not the actions of a techni-
cian.39 Far better than a Confrontation 
rule that requires a prosecutor to pro-
duce witnesses would be one that afords 
defendants increased access to a lab’s 
equipment and procedures. So too 
should certain rules of evidence, such 
as Federal Rule of Evidence 702 (which 
governs expert witnesses), be enlarged 
to encompass machines, thereby ensur-
ing that machine processes and internal 
methods are suiciently reliable.40

Of course, these proposals merely 
constitute the tip of an iceberg. Other 
scholars have made inroads by directly 
suggesting significant reforms for 
speciic types of machine-generated 
evidence. Ed Imwinkelried, an emer-
itus professor at UC Davis School of 
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Law, has insisted that computer source 
code must be subject to enhanced scru-
tiny, thereby disabusing the widespread 
notion that “manufacturers have an evi-
dentiary privilege protecting the code as 
a trade secret.”41 Emily Murphy, a pro-
fessor at UC Hastings School of Law, 
has constructed a new regime for eval-
uating neurological brain scans in the 
courtroom, insisting that Daubert-like 
protections should apply with equal 
force to machine-generated evidence.42

Still others are working on a host 
of outstanding questions. If we accept 
machine-generated evidence as a difer-
ence in kind, how are we to scrutinize 
the human actions (e.g., code creation 
and calibration) that necessarily precede 
machine-generated evidence? If the reli-
ability of machine-generated evidence 
isn’t tied to any one person, must it be 
admitted through a witness? If not, how 
might trial procedure change to accom-
modate it? Is Federal Rule of Evidence 
403 suicient to govern the admissibility 
of machine-generated evidence? Why 
are (or aren’t) machine-based analogs 
to the hearsay rule necessary?

At core, what these questions and 
proposals make clear is that change is 
coming to the courtroom. Machine-
generated evidence is something new 
and unique; it doesn’t it into our cur-
rent paradigm. But it is here to stay. How 
our legal system adapts and changes in 
response to machine-generated evi-
dence will shape the course of trials for 
decades to come.

Alex Nunn is Assistant Professor at the 

University of Arkansas School of Law.
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