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GLOBAL GOVERNANCE IN THE INFORMATION AGE: THE TERRORIST FINANCE TRACKING PROGRAM

Hannah C. Bloch-Wehba*

Europe has long been deemed "more protective" of privacy than the United States. In the context of transatlantic cooperation in the war on terrorism, divergences in privacy law and policy have become ever more apparent. As has always been the case, the same technologies that pose new and vital privacy issues with regard to personal information and private data are those that are important sources for government actors, including law enforcement and intelligence agencies. Despite the increasing reliance by national agencies on information flowing from other nations, regulation of information transfer, processing, and sharing has been achieved largely outside of the international sphere.

This Note argues that the use of personal information in the national security setting offers a new and important look at the functions and limitations of global governance in the information age. Exploring the Terrorist Finance Tracking Program (TFTP), a joint initiative among European states and the United States, within the framework of Global Administrative Law (GAL), I argue that common accounts of differences between U.S. and European law on privacy issues do not explain the very real tensions at stake in the TFTP. I show that the TFTP is a real effort at constituting a soft-law mechanism to manage privacy and security in the information age, and argue that it fails to embody those values of transparency, participation, legality, and accountability to which we generally hold GAL mechanisms.
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INTRODUCTION

Shortly after September 11, 2001, the U.S. Department of the Treasury began using administrative subpoenas to compel the disclosure of millions of records from SWIFT, a Belgian banking consortium, in an initiative known as the Terrorist Finance Tracking Program (TFTP). After the existence of the program came to light in 2006, the Council of Europe reached an interim deal with the United States to continue sharing the bank data; the European Parliament vetoed the deal, complaining that it violated European law. The TFTP, said Jeanine Hennis-Plasschaert, the rapporteur on the issue, “must be considered as a departure from European law and practice in how law enforcement agencies would acquire individuals’ financial records for law enforcement activities, namely individual court-approved warrants or subpoenas to examine specific transactions instead of relying on broad administrative subpoenas for millions of records.” As a result of the European Parliament vote, U.S. access to European bank data “went dark” for several months, until a revised deal was reached in summer 2010.


In drawing a distinction between U.S. and European policy on this issue, Hennis-Plasschaert was signaling to long-running disputes between the two powers revolving around data privacy. The enactment of the Data Protection Directive in 1995 would have prevented data transfers to the United States were it not for the Safe Harbor agreement that was eventually effectuated. More recently, in the context of the war on terrorism, the European Union reached an agreement with the United States on the sharing of airline passenger data, or "Passenger Name Records," only to have that agreement annulled by the European Court of Justice (ECJ) in 2006. Although intra-European disputes over the Passenger Name Records agreement centered on the protection of personal data, the ECJ did not decide whether the protection of personal data that it offered was sufficient, rather holding that the agreement needed parliamentary approval. Indeed, in the SWIFT case, new powers under the Lisbon Treaty to pass on issues of police and judiciary cooperation certainly empowered the European Parliament to take a principled stand against data sharing.

In contrast, as technology has changed, it has become increasingly easy for American law enforcement authorities to obtain personal information for use in a criminal investigation without first seeking a warrant. Although Congress and state


7. Pre-Lisbon, criminal matters were essentially beyond the ambit of European Union law. Case C-176/03, Commission of the European Communities v. Council of the European Union, 2005 E.C.R. I-7907 ¶ 47 ("[N]either criminal law nor the rules of criminal procedure fall within the Community’s competence.").

8. See Smith v. Maryland, 442 U.S. 735 (1979) (finding no warrant necessary for pen register recording numbers dialed from home phone because this does not constitute a “search” within the meaning of the Fourth Amendment); United States v. Miller, 425 U.S. 435 (1976) (finding no Fourth Amendment interest in the relevant bank records); and United States v.
legislatures have acted to pass legislation that protects privacy in various sectors, no general principle that consumers "own" their information exists in U.S. law. The legal scenario with regard to personal data protection is thus very different from that in Europe.

Because the SWIFT case stands at the intersection of two vital areas of European-American cooperation—data transfers and counterterrorism—it is a hard case to understand, yet a vital one. A realist analyzing the case might argue that it is a classic example of bickering over the appropriate balance between privacy and security, made all the more potent by the implications for trans-Atlantic cooperation in the pursuit of terrorists. Viewed more generously, the TFTP must be understood in the context of its integral role in the European data-protection framework as an illustrative example of the tensions at play in European data privacy law. On this reading, the European awareness of "the impact of new technologies, the fact that we are now living in a 'globalised' world," is at the root of disputes over data protection. At the same time, the United States has taken the perspective that while European integration has propelled data sharing among European states, it has also hampered similar cooperation between EU member states and the United States. Solutions like the

---

9. See, e.g., Stewart A. Baker, Skating on Stilts: Why We Aren’t Stopping Tomorrow’s Terrorism 150 (2010) ("[T]he European Union seemed almost enthusiastic about threatening private companies with sanctions as a way of attacking U.S. government practices.").

10. See, e.g., Stewart A. Baker, Skating on Stilts: Why We Aren’t Stopping Tomorrow’s Terrorism 150 (2010) ("[T]he European Union seemed almost enthusiastic about threatening private companies with sanctions as a way of attacking U.S. government practices.").


TFTP and the Passenger Name Records agreement are attempts to solve the classic problem that emerges from increased international interdependence in the law enforcement arena. Yet in very real ways, these agreements neither reflect the historical differences in European and American privacy law, nor do they foster new normative agreement on these issues.

In this Note, I argue that the Terrorist Finance Tracking Program is best understood not as a “compromise” between European and American privacy values, but rather as a contested instrument of global administrative law, the result of two systems competing to achieve the effect of extraterritorial regulation according to their own domestic norms. Part I of this Note analyzes the European data protection framework as an instrument of global administrative law and explores the Terrorist Finance Tracking Program as part of that framework. I argue that although the European data protection framework seeks to impose European privacy norms on the international transfer of data, classical understandings of European and American privacy law do not explain how and why the two powers came to the TFTP agreement. Rather, I argue, the divergences between European and U.S. privacy law result from different statutory approaches that allow European legislators and regulators to respond much more quickly to technological change. In light of that fact, I argue in Part II that the TFTP can be best understood through the lens of global administrative law as implementing procedural and substantive rules to protect consumer privacy as understood in both Europe and the United States; however, the program suffers from deeply flawed approaches to transparency and accountability. Part III turns to an inquiry about the nature and privacy implications of large-scale automated data collection in the national security setting of both privacy regimes. I explore the growing utility of large-scale databases and discuss the difficulties and risks of regulating the bulk transfer of data at the global level.

org/cable/2006/08/06BERLIN2303.html ("While Germany is enhancing data exchange with its EU partners, the Germans have been reluctant to consider ways to enhance similar data-sharing with the U.S.").
I. INDIVIDUAL PRIVACY IN THE OLD WORLD AND THE NEW WORLD

A. The European Data Protection Framework as Global Administrative Law

Globalization and burgeoning interdependence among global powers has led to the rise of forms of international governance beyond classic treaties and formal agreements. New institutions of global governance take many forms and serve many functions, but do not always embody the kinds of checks and balances served by either formal diplomatic process or by democratic rule. As a result, questions about democratic legitimacy—about accountability, transparency, participation, and redress—are rife with regard to this new type of institution. Global administrative law (GAL) responds to this phenomenon by recasting global governance as extant in an intermediary "global administrative space," in which domestic regulatory actors interact with international action in ways that are essentially mutually constituting. In their seminal article, The Emergence of Global Administrative Law, Kingsbury, Krisch, and Stewart offered a taxonomy of global governance institutions, subjects, and sources of GAL—and suggested that global administrative bodies must "meet adequate standards of transparency, participation, reasoned decision, and legality, and ... provid[e] effective review of the rules and decisions they make."

GAL provides a useful lens through which to examine the European data protection framework as a whole and the Terrorist Finance Tracking Program as a problematic case of governance within that system. By unpacking the institutions operating within a state and closely examining the relationships with other institutions in other states and at the international level, GAL promises to "highlight[] the extent to which mechanisms of procedural participation and review, taken for granted in domestic administrative action, are lacking on the global level."

15. Id. at 17.
16. Id. at 27.
Europe's system of regulating data protection has been described as a "transgovernmental network." Statutory protection of privacy in the European Union embraces a "comprehensive" approach, the groundwork for which was laid in the Council of Europe Convention but the bulk of which stems from later regulation. In 1995, the Data Protection Directive came into effect with the goal of harmonizing European law while permitting differences among member states. Data protection legislation at the supranational level inevitably sets up linkages to national law in that national governments have their own data protection authorities (in addition to the European Commission's Art. 29 Working Party and the European Data Protection Supervisor) and their own data protection legislation.

The significance of the "network" denomination is contested, but insofar as the name serves to distinguish a relatively informal type of interaction among regulators from state-led diplomatic initiatives, it has stuck. Networks are an "adaptable and decentralized" governance alternative to a classic


19. See Data Protection Directive, supra note 4, pmbl. ("Whereas, in order to remove the obstacles to flows of personal data, the level of protection of the rights and freedoms of individuals with regard to the processing of such data must be equivalent in all Member States . . . .")

20. See Id. art. 28 (requiring each member state to designate a supervisory authority). In the German case, for example, the Grundgesetz includes privacy protections in Articles 2, 10, and 13 (Grundgesetz für die Bundesrepublik Deutschland [Grundgesetz] [GG] [Basic Law], May 23, 1949, BGBl. I (Ger.)), the Federal Data Protection Law (Bundesdatenschutzgesetz) sets out the rights of data subjects and the responsibilities of controllers and processors, and the individual states each possess data protection authorities to enforce and implement state data protection laws.

model of formal intergovernmental treaties or agreements.\textsuperscript{22} Although networks can operate within a treaty-based framework, they can also exist apart from one;\textsuperscript{23} networks can have the benefit of establishing law (soft and hard) without the risk of judicial review by an established tribunal. Of course, this can also pose dangers to democracy at the domestic and international levels.\textsuperscript{24}

While the fact that the European data protection system exists within a statutory and treaty-based framework weighs in favor of its democratic legitimacy, it faces its own legitimacy problems at the member state and Union levels.\textsuperscript{25} The Data Protection Directive “establish[es] an elaborate sequence of national and supranational administrative decisions,” such that “national and European administrations share responsibility for a single determination of rights and duties under European law.”\textsuperscript{26} While the Directive was conceived of as a rem-

\begin{itemize}
\item \textsuperscript{23} See Kingsbury et al., \textit{supra} note 14, at 21 (“This horizontal form of administration can, but need not, take place in a treaty framework.”).
\item \textsuperscript{24} See generally Robert Keohane, Stephen Macedo, and Andrew Moravcsik, \textit{Democracy-Enhancing Multilateralism}, 63 Int’l Orgs. 1 (2009) (arguing that networks governed by formal treaties can actually enhance, not diminish, domestic democracy).
\item \textsuperscript{25} In the closely related issue of data retention, the German Constitutional Court held that Directive 2006/24/EC, of the European Parliament and of the Council of 15 March 2006 on the Retention of Data Generated or Processed in Connection with the Provision of Publicly Available Electronic Communications Services or of Public Communications Networks and Amending Directive 2002/58/EC, 2006 O.J. (L 105) 54 [hereinafter European Data Retention Directive], was unconstitutional as applied to telecommunication traffic data. Bundesverfassungsgericht [BVerfG] [Federal Constitutional Court], Mar. 2, 2010, 1 Entscheidungen des Bundesverfassungsgericht [BVerfGE] 256/08 (1), 2010 (“Eine sechsmonatige, vorsorglich anlasslose Speicherung von Telekommunikationsverkehrsdaten durch private Dienstanbieter, wie sie die Richtlinie 2006/24/EG des Europäischen Parlaments . . . vorsieht, ist mit Art. 10 GG nicht schlechthin unvereinbar.”). In May 2012, the European Commission responded to Germany’s failure to transpose the Data Retention Directive into national law by bringing suit at the European Court of Justice and proposing that a daily penalty of over €315,000 be imposed. Press Release, European Comm’n, Data Retention: Commission Takes Germany to Court Requesting That Fines Be Imposed (May 31, 2012), http://europa.eu/rapid/press-release_IP-12-530_en.htm?locale=en.
\item \textsuperscript{26} Bignami, \textit{supra} note 17, at 821.
\end{itemize}
edy to fragmentation among member states' differing privacy regimes, it has not gone far enough; the Commission therefore recently proposed to replace the Directive with a new Regulation of the European Parliament, which would be directly enforceable and which is meant to raise the costs of non-compliance by the private sector and by member states.

At the core of the European data protection framework's power as an instrument of global administration, however, is not its character as an informal network but rather its authority to make extraterritorial rules. As Kingsbury et al. identify, "distributed administration" is a core type of global administration, and it occurs when domestic agencies "take decisions on issues of foreign or global concern. An example is in the exercise of extraterritorial regulatory jurisdiction, in which one state seeks to regulate activity primarily occurring elsewhere." While the European data protection regime should not be understood as a purely "domestic" regime, its power to regulate data transfers outside its own borders is a core attribute of distributed domestic administration.

Thus Article 25 of the Data Protection Directive, which forbids the transfer of data to "third countries" without adequate safeguarding mechanisms, purports to protect citizens' data regardless of where it is housed. Arguably, Article 25 is not an extension of regulatory authority beyond European borders because it affects only European actors who want to...
 transfer data abroad.\textsuperscript{31} Under Article 25, no transfer of data outside the European Union can be accomplished without either a decision by the Commission that the receiving nation's data protection regime is "adequate,"\textsuperscript{32} or that an ad hoc "safe harbor" arrangement exists.\textsuperscript{33} However, the practice of finding whether foreign data protection regimes effectively comply with European law has forced third countries to adopt new measures in order to comply.\textsuperscript{34} In measuring the "adequacy" of a foreign data protection regime, the Commission shall take into account "the rule of law, judicial redress and independent supervision."\textsuperscript{35} In practice, this requirement is not at all easy to meet; only five "third countries" have been recognized as having adequate protections.\textsuperscript{36} Actors in other countries must adequately contract for data protection, a process that is seen as

\textsuperscript{31} Id.
\textsuperscript{32} Id.
\textsuperscript{33} See id (anticipating in subsection 5 that "the Commission shall enter into negotiations with a view to remedying the situation"); see also Model Contracts for the Transfer of Personal Data to Third Countries, EUROPEAN COMM'N, http://ec.europa.eu/justice/data-protection/document/international-transfers/transfer/index_en.htm (last visited Mar. 11, 2013) (allowing the Commission to determine that certain contractual clauses constitute "adequate safeguards", even for data transfers to those countries that otherwise would have insufficient safeguards), and Press Release, European Comm'n, Data Protection: Commission Adopts Decisions Recognizing Adequacy of Regimes in US, Switzerland and Hungary (July 27, 2000), available at http://europa.eu/rapid/press-release_IP-00-865_en.htm?locale=en ("Data transfers to US organisations that choose to remain outside the 'safe harbor' will normally still be possible, but will either need to benefit from one of the allowed exceptions (for example where the individuals concerned have given their agreement), or will require alternative safeguards such as a contract.").
\textsuperscript{34} See, e.g., Gregory Shaffer, Globalization and Social Protection: The Impact of EU and International Rules in the Ratcheting Up of U.S. Privacy Standards, 25 YALE J. INT'L L. 1, 55 (2000) ("The EU Directive has drawn attention to data privacy issues in the United States. It has pressed U.S. governmental authorities to address the adequacy of current U.S. data privacy regulation . . . . It has pressed U.S. businesses to enhance self-regulatory efforts to forestall EU restrictions on data transfers to the United States, divert demands for stricter U.S. regulation, and counter negative publicity . . . .").
\textsuperscript{35} General Data Protection Regulation, supra note 27, at 11.
messy and ad hoc. Indeed, the designation of "third countries" in the Data Protection Directive is somewhat archaic, given the extensive responsibilities that private actors have for safeguarding consumer data; it is not clear what, exactly, the responsibility of the recipient country should be. In any case, it has been argued that the adequacy determination is not a "credible" determination of how data is actually processed, but rather a judgment of the degree to which the data protection scheme mirrors that of the European Union.

Given the absence of formally binding international instruments in this area, the presence of soft law and overlapping norms that shape the development of law is of particular interest. Information privacy regulation in both the European Union and United States stems from a set of "fair information practice" principles, or FIPPs. In the United States, these principles originated in a 1973 Department of Housing, Education and Welfare (HEW) report that recommended the establishment of a "Code of Fair Information Practices" that protected individuals' rights to consent to use of their data, to access and amend that data, and to know about the existence of the records. Similarly, the 1980 OECD guidelines on privacy urge member states to adopt legislation, promote self-regul-
tion, provide for enforcement of laws and oversight, and (perhaps most importantly) provide for due process of data subjects to access and control their own data. The OECD guidelines are notable in that, while non-binding, they broadly enshrine principles of data protection that have been adopted (or given lip service) across the board by member states as well as corporations. The FIPPs in the OECD guidelines also undergird the Council of Europe Convention, the only binding international instrument on data protection, which provides for broad protections for citizens to access their own data—as well as broad exceptions in the realms of “[s]ate security, public safety, the monetary interests of the State or the suppression of criminal offences.”

In its privacy rankings of European nations, Privacy International (PI) employs a number of metrics, including democratic safeguards, enforcement, constitutional and statutory protections, visual surveillance, communications interception and retention, and oversight of the agencies tasked with conducting surveillance. While much is made in the data protection literature of the issue of oversight, the relative merits of sectoral as opposed to comprehensive regulation, and the


presence or absence of a "right to privacy" in constitutions, PI's criteria point to an important observation: data protection issues do not exist in a vacuum, but are essentially related to other features of the state and constitution that permit surveillance, in varying degrees, by state and private entities.\footnote{46}

B. Privacy Law in Europe and America

While binding international regulation on data transfers and data protection is vague, incomplete, and generally lacking, European regulation is profuse. Article 8 of the European Convention on Human Rights enshrines the right to privacy, subject to limitation "in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others."\footnote{47} Litigation of the bounds of Article 8 has clarified somewhat the scope of the right. In general, the Court has engaged in a multi-step test in these inquiries: It first finds whether there was an infringement on Article 8, in which case it asks whether the surveillance was "authorized by law" and whether it was necessary to defend democracy.\footnote{48}

Thus, in \textit{Klass}, the European Court of Human Rights (ECtHR) held that a German law permitting surveillance of post and telecommunications did not violate Article 8 because the subject of surveillance was notified as soon as was possible and because the safeguards in place would prevent the authorities from abusing their power.\footnote{49} In \textit{Malone v. UK}, in contrast, the Court expanded on the notion of what it means for surveil-

\footnote{46. Thus, in the European context, data protection law cannot be understood without reference to norms governing privacy more generally, including Article 8 of the European Convention on Human Rights, known as the ECHR, and individual national constitutions.}

\footnote{47. European Convention for the Protection of Human Rights and Fundamental Freedoms, as amended by Protocols Nos. 11 and 14 art. 8, Nov. 4, 1950, E.T.S. no. 5 [hereinafter ECHR]. The International Covenant on Civil and Political Rights, Dec. 16, 1966, 6 I.L.M. 368 [hereinafter ICCPR], also enshrines a right to privacy in Article 17, which is a derogable commitment.}


lance to be "authorized," writing, "the law must be sufficiently clear in its terms to give citizens an adequate indication as to the circumstances in which and the conditions on which public authorities are empowered to resort to this secret and potentially dangerous interference" with Article 8 rights.\(^{50}\) In **Malone**, the U.K. government suspected Malone of dealing in stolen goods, so (after obtaining a warrant) it placed a tap and a pen register\(^{51}\) on his telephone. Finding that the relevant law on the issuance of warrants was rise with "attendant obscurity and uncertainty," the Court held that the surveillance was not "in accordance with the law."\(^{52}\) Finally, in the paired cases of **Huvig v. France** and **Kruslin v. France**, with facts similar to **Malone**, the Court held that France's law on wiretapping did not adequately provide "clear, detailed rules," with the effect that the law had inadequate safeguards against abuse.\(^{53}\) In so holding, the Court made clear that France had to set the safeguards out in law, rather than relying on its judicial culture to prevent abuse.

Building on the ECtHR's privacy jurisprudence are the several European Directives that directly address citizens' rights to privacy in the data protection and electronic contexts. Article 7 of the Data Protection Directive, which enshrines the notion that under many circumstances a data subject must consent to the collection, processing, and use of his or her data, and will later have access to that data, is among the most important substantive guarantees.\(^{54}\) In 2002, another

---

51. A pen register records the numbers dialed from a phone, but not the conversations.
54. Data Protection Directive, supra note 4, art. 7. User consent is at the core of the FIPPs, as well as the FTC "notice-and-choice" model that gave rise to the proliferation of privacy policies. See Federal Trade Commission, Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses and Policymakers 2 (2012) ("The 'notice-and-choice model,' which encouraged companies to develop privacy policies describing their information collection and use practices, led to long, incomprehensible privacy policies that consumers typically do not read, let alone understand."). Choice is at the core of the "do not track" debate as well, which has given rise to a debate about whether consumer choice is accurately reflected in browser default settings communicating a preference not to be tracked.
Directive directly addressed regulation for electronic communications providers, exempting the regulations for state security that would be carried out by member states. More recently, the European Union passed the Data Retention Directive, setting out rules for service providers to maintain data for a given period of time, noting, "retention of data has proved to be such a necessary and effective investigative tool for law enforcement in several Member States, and in particular concerning serious matters such as organized crime and terrorism," that a comprehensive data retention law was deemed immediately necessary.

Most recently, proposed revisions to the European Union framework include for the first time a Directive specifically geared toward the use of personal data by government actors in the context of law enforcement. Before the passage of the Treaty of Lisbon, police and judiciary cooperation in criminal law enforcement was a "third pillar" matter, to be regulated by member states. Now that the former third pillar falls under the rubric of the European Union, however, the Commission has proposed a new Directive to define "rules relating to processing of personal data for the purposes of prevention, investigation, detection or prosecution of criminal offences or

See id. at 35 ("Two trade organizations argued that the framework should identify those practices for which choice is appropriate rather than making choice the general rule . . . . The majority of commenters, however, did not challenge the proposed framework's approach of setting consumer choice as the default."); see also Letter from Randall Rothenberg, President and CEO, Internet Advertising Bureau, to the Federal Trade Commission (May 31, 2012), available at https://www.iab.net/public_policy/InternetExplorer ("We do not believe that default settings that automatically make choices for consumers increase transparency or consumer choice.").


57. Pre-Lisbon, criminal matters were essentially beyond the ambit of European Union law. See, e.g., Case C-176/03, Comm'n v. Council, 2005 E.C.R. 1-7907. ("[N]either criminal law nor the rules of criminal procedure fall within the Community's competence").
the execution of criminal offences." The new Directive would permit the transfer of data to third countries if "necessary for the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties," assuming compliance with safeguards set up in the Directive.

It is worth noting that the requirements for safeguards in the new proposed Directive are far less stringent than the ones in the original Data Protection Directive, probably because the Directive deals explicitly with the exceptional circumstances surrounding law enforcement. In the Directive, for example, a data subject may "object at any time on compelling legitimate grounds . . . to the processing of data relating to him, save where otherwise provided by national legislation." In the Regulation, in contrast, the controller may override an objection if it "demonstrates compelling legitimate grounds for the processing which override the interests or fundamental rights and freedoms of the data subject." National legislation is thus no longer required for data controllers to rebut objections to processing. In addition, the relationship of the proposed new Directive to terrorism investigations is unclear, as European counterterrorism strategy overlaps with, but is in some ways distinct from, criminal law enforcement.

American law on privacy differs sharply from European law in several respects. The United States Constitution does not enshrine a "right to privacy," although several provisions have been read to supply that right. The Fourth Amend-

59. Id. at 41.
61. General Data Protection Regulation, supra note 27, art. 19.
62. See Kim Lane Scheppele, Other People's PATRIOT Acts: Europe's Response to September 11, 50 Loy. L. Rev. 89, 94 (2004) ("With respect to terrorism offenses, one might say that September 11 created pressure for harmonization of domestic criminal law across the EU faster than previously thought possible.").
63. See, e.g., Griswold v. Connecticut, 381 U.S. 479, 482, 484–85 (1965) (holding that the First, Third, Fourth, Fifth, and Ninth Amendments all implicate a "right to privacy").
ment’s warrant requirement and protections against unreasonable search and seizure are the most classic source of citizens’ privacy rights vis-à-vis the government. In addition, the First Amendment has been read to guarantee free and anonymous speech, and the Fourteenth Amendment’s substantive due process guarantee has been considered a source of privacy rights in the family, the body, and intimate relations. State constitutional provisions largely mirror those of the federal constitution, but ten states have enshrined explicit rights to privacy in their constitutions.

Federal legislation protects privacy in an array of areas, including financial, communications, public records, and health, educational, and consumer records. In recent years, many states have also enacted data breach notification statutes to compel companies to disclose breaches related to personal

64. U.S. Const. amend. IV; see also Griswold, 381 U.S. at 485 (quoting Mapp v. Ohio, 367 U.S. 643, 656 (1961)) (stating that the Fourth Amendment creates a right to privacy "no less important than any other right carefully and particularly reserved to the people").


66. See, e.g., Griswold, 381 U.S. at 486 (characterizing the right to marriage as a “right of privacy older than the Bill of Rights”); see also 381 U.S. at 500 (Harlan, J., concurring) (arguing that the ban on contraception use within marriage infringed the Due Process Clause); see also Lawrence v. Texas, 539 U.S. 558 (2003) (invalidating a prohibition on sodomy as inconsistent with the Due Process Clause).


data. The statutory differences between European and American law are perhaps the most discussed aspect of the divergence between the two systems. The "sectoral" approach, it is said, means that "protections frequently lag behind" those in Europe, and was one of the reasons for developing the Safe Harbor Agreement that permitted data transfers after the passage of the Data Protection Directive in 1995.

U.S. jurisprudence on privacy is wide-ranging and complex, and relates largely to intrusions by the government. In 1967, the seminal case of Katz v. United States held that a warrant was required to wiretap a public phone, reversing decades of decisions finding that whether an intrusion was a "search" protected by the Fourth Amendment depended on whether it intruded on a constitutionally protected area. Katz, in contrast, held that privacy was the "right to be let alone"—regardless of where one found oneself. Justice Harlan's concurrence in Katz established the two-part test for defining the scope of Fourth Amendment searches—"first that a person have exhibited an actual (subjective) expectation of privacy and, second, that the expectation be one that society is prepared to recognize as 'reasonable.'"

Since Katz, however, a large loophole has been carved out for searches of information shared with third parties. In 1976, the Supreme Court held in United States v. Miller that citizens

---


73. See, e.g., Shaffer, supra note 34, at 26 ("While U.S. data privacy protection may be adequate under EU standards in some sectors, it was thought inadequate in most."); see also PRIVACY INTERNATIONAL, EUROPEAN PRIVACY AND HUMAN RIGHTS 42 (2010), available at https://www.privacyinternational.org/sites/privacyinternational.org/files/file-downloads/ephr.pdf (writing that sectoral legislation is "additional" to comprehensive legislation).

74. Banisar and Davies, supra note 18, at 14.

75. See Shaffer, supra note 34, at 59 ("In an effort to demonstrate to the European Union that privacy protection can be assured through business self-regulation and, in the process, shield U.S. businesses engaged in self-regulation from data transfer restrictions, Commerce issued a draft of 'Safe Harbor Principles' in November 1998 . . .").


77. Id. at 350.

78. Id. at 361 (Harlan, J., concurring).
had no expectation of privacy in the data they share with their banks. 79 Likewise, the Court extended the carve out in 1979 to include transactional records kept by phone companies. 80 This lacuna has come to be known as the “third-party doctrine,” which essentially defines information shared with a third party as beyond the scope of the Fourth Amendment. 81 This degree of government access to personal information is far beyond the scope of anything imagined under European jurisprudence on Article 8.

Technological innovation further complicates the picture of third-party doctrine by rapidly eroding the distinction between content and non-content information. As transactions increasingly take place on the Internet, internet service providers host a huge amount of personal information, both transactional and content related. The Electronic Communications Protection Act distinguishes between records that include “content” from those that do not, requiring that government authorities obtain a warrant before getting content information. What records are “content” and what are not is unclear. In United States v. Warshak, the Sixth Circuit held that citizens retain a reasonable expectation of privacy in the contents of their email. 82 However, Orin Kerr points out that it is sometimes very difficult to distinguish content from “envelope” information—not only conceptually, but also logistically. 83

82. United States v. Warshak, 631 F.3d 266, 288 (6th Cir. 2010) (holding that a subscriber of a commercial Internet service provider enjoyed a reasonable expectation of privacy in his emails, but leaving open the question whether contractual terms may sometimes suffice to eliminate that expectation).
83. See Orin S. Kerr, Internet Surveillance Law After the USA PATRIOT Act: The Big Brother That Isn’t, 97 Nw. U. L. Rev. 607, 613–15 (2003) (explaining that in some cases content and envelope may be bundled and transmitted in a single, indivisible “packet” of information). Additionally, the inclusion of
C. **Understanding the Divergence**

An all-encompassing definition of privacy is hard to find; Daniel Solove suggests that even within the United States’ legal tradition, the notion of “privacy” is incoherent, arguing, “[i]t is no accident that various problems are referred to as privacy violations; they bear substantial similarities to each other. But we also must recognize where they diverge.”

Scholars and policymakers often deem the European approach, which treats privacy as a “fundamental right,” to be at odds with the American approach, which frequently balances between competing interests. At least two accounts of this divergence emerge in the literature. Either the two traditions have evolved very different conceptions of privacy, which their respective laws reflect, or one approach simply protects privacy “more” than the other.

In James Whitman’s account of the divergence, European law protects a dignitarian conception of privacy, while American law is focused more on protecting privacy as it pertains to liberty. “When continental lawyers speak of ‘privacy’ as a set of rights over the control of one’s image, name, and reputation, and over the public disclosure of information about oneself, they are speaking to these selfsame continental sensibilities.”

In contrast, Francesca Bignami argues that divergences in

“content” information in the “envelope” would conceivably render that information no longer subject to the Fourth Amendment under third-party doctrine, even though the user did not know or intend the content of his email to be shared. And certain types of activity do not lend themselves to the “content/envelope distinction.” See, e.g., Matthew D. Lawless, *The Third Party Doctrine Redux: Internet Search Records and the Case for a “Crazy Quilt” of Fourth Amendment Protection*, 11 UCLA J. L. & TECH., 2007, no. 2, 2007, at 1, 18 (“Internet search records bear no characteristics that would make them wholly analogous to either content or envelope information ex ante.”); see generally Ian James Samuel, *Warrantless Location Tracking*, 83 N.Y.U. L. REV. 1324, 1332 (2008) (arguing that location tracking information does not readily fit within the content/envelope distinction).


counterterrorism policy disclose merely that "liberty is protected more in Europe than in the United States."86 Bignami attributes divergence in regulation of the public sector to gaps in enforcement and executive power, and to Europe’s "particularly vivid understanding of the possible abuses of state power."87

Understanding the extent of the normative divergence between Europe and the United States is crucial to assessing the success of the Terrorist Finance Tracking Program as an instrument of global administrative law. Given the two statutory schemes' common sources in FIPPs, the differences do not seem to be deeply ideological, but rather more profoundly rooted in choices about implementation. Where the United States has embraced industry self-regulation, and legislation only in the event of serious breaches, the European Union has engineered a more holistic approach that seeks to anticipate privacy-invading technological developments before they happen.

II. THE TERRORIST FINANCE TRACKING PROGRAM

A. Characterizing the TFTP

In 2006, Eric Lichtblau and James Risen—the same journalists who broke the story of the National Security Agency's warrantless wiretapping operations—told readers of the *New York Times* that the Central Intelligence Agency and Treasury Department had accessed "tens of thousands" of financial records from the Society for Worldwide Interbank Financial Transactions (SWIFT) using administrative subpoenas.88 The novel part of the arrangement was in its scope: Rather than using warrants or subpoenas to access individual transactions, or transactions related to a particular suspect, the Terrorist Finance Tracking Program sifted through millions of records contained in a database.89 Indeed, in testimony before a House subcommittee after the New York Times article had run, Treasury Undersecretary Stuart Levey maintained that because of the restrictions on use of the database, the Treasury

87. Id. at 688.
88. Lichtblau & Risen, supra note 1.
89. Id.
Department had accessed “only a minute fraction of the data that SWIFT has provided.”

Although most of the reports on the TFTP did not make clear the exact contours of the database to which the United States gained access, a few aspects are evident. First, the SWIFT database encompassed the data of many European and American citizens. Second, the United States did not gain access to all of SWIFT’s data—although it is not clear to what extent the cooperative would have access to routine American financial transactions in the first place, the subset of data which the government could access certainly did not include information on American ATM transactions, etc. Third, in order to process the vast quantities of information to which the Department had suddenly gained access, it needed to use sophisticated technological tools.

In response to the disclosures, the data protection authorities of the European Union and of the member states initiated investigations and protests. The Article 29 Data Protection Working Party, an independent European Commission advisory body, issued an opinion stating that the mere “processing and mirroring” of data in SWIFT’s United States servers violated the Data Protection Directive, not to mention the transfer of that data to the Treasury. "The lack of trans-

91. Lichtblau & Risen, supra note 1 (“One person involved in the Swift program estimated that analysts had reviewed international transfers involving 'many thousands' of people or groups in the United States.”).
92. See Testimony of Stuart Levey, supra note 90, at 30 (claiming that no ATM transactions were included in the data set transmitted by SWIFT).
parency and adequate and effective control mechanisms that surrounds the whole process . . . represents a serious breach" of the Data Protection Directive, the Working Party concluded. The Belgian Data Protection Authority issued a preliminary opinion on the issue concluding that SWIFT’s failure to notify its customers and its decision to transfer data to the United States violated the Data Protection Directive, although it acknowledged that SWIFT was in a conflict of laws situation with regard to the dueling objectives of European data privacy law and the American subpoenas.

In response, the European Union and the United States negotiated a stopgap solution by which SWIFT would join the Safe Harbor agreement, making the certifications necessary for it to be able to transfer personal data to the United States. In addition, the Treasury made unilateral representations to the Commission describing the "rigorous controls and safeguards" in the program. Negotiations continued for a more comprehensive solution. In November 2009 the European Commission and the United States reached a draft short-term agreement on bank data transfers, which the European Parliament voted down in February 2010.

95. Id. at 26.


99. Agreement, supra note 3.

In July 2010, the European Parliament passed a new bank transfers deal, which took effect the following month.\textsuperscript{101} The new agreement purportedly addressed the Parliament's concerns with the earlier version, which did not adequately address the substantive issues associated with data protection and did not provide an adequate "redress mechanism."\textsuperscript{102} In response to these concerns, the TFTP agreement as implemented installs Europol, the European law enforcement agency, as an intermediary body to "verify" United States requests to European Union-based holders of bank data, and imposes a number of conditions on the United States Treasury when making its requests, including specifying necessity, clear identification of the data, and narrow tailoring of the requests.\textsuperscript{103} The next section of this Note addresses whether the new TFTP agreement embodies rules that can be considered as adequate as a mechanism of global administrative law.

B. The TFTP as a Mechanism of Global Administrative Law

Nominally, at least, the European backlash against TFTP was prompted by the lack of procedural protections in the program. In the aftermath of the press's disclosures, European data privacy activists decried the lack of oversight,\textsuperscript{104} notice,\textsuperscript{105} opportunity to challenge the collection,\textsuperscript{106} and the very nature of the subpoenas.\textsuperscript{107} Strictly speaking, the TFTP might be viewed as a more classic example of international lawmaking—a bilateral agreement between two nations geared toward solving a specific problem.\textsuperscript{108} Yet the program's role as a method of extending intergovernmental standards on safeguarding privacy to a national regime makes it more complex. The

\begin{footnotesize}
\begin{enumerate}
\item Agreement, \textit{supra} note 3.
\item Press Release, \textit{supra} note 100.
\item Agreement, \textit{supra} note 3, art. 4.
\item \textsc{Article 29 Data Protection Working Party}, \textit{supra} note 94, at 19–20 (discussing the implications of failure to notify European data protection authorities).
\item \textit{Id.} (failure to notify data subjects).
\item \textit{Id.} at 11 ("SWIFT decided to comply with the US subpoenas.").
\item \textit{Id.} at 8 ("The scope of the UST subpoenas in this case is materially, territorially and in time very wide . . . .").
\item Kingsbury et al., \textit{supra} note 14, at 25 ("[I]n some areas of regulatory administration, such as international security, the classical view that global governance is directed at the behavior of governments toward other governments, rather than toward private actors, still has great force.").
\end{enumerate}
\end{footnotesize}
TFTP exists at the overlap of several distinct subject areas within the global administrative space and embodies some of the distinct characteristics of mechanisms operating within that space. Particularly, as Kingsbury et al. point out, the TFTP is an example of a scenario in which "the decisions of domestic administrators are increasingly constrained by substantive and procedural norms established at the global level; the formal need for domestic implementation thus no longer provides for meaningful independence of the domestic from the international realm."109

The roots of the TFTP exemplify the classic traits evident in global administrative law mechanisms more generally. The TFTP is oriented toward restraining not only government actors, but also private actors who, by their very nature, engage in data collection and analysis.110 Its implementation of Europol as the reviewing body superimposes another level of review onto the respective administrative review mechanisms extant in European and American law. At the same time, however, the TFTP remains riddled with gaps that make its value as a GAL mechanism highly questionable. Specifically, as addressed below, while the Agreement is meant to realize common procedural and substantive norms of privacy protection, it fails to do so. More seriously, by failing to implement meaningful redress or provide for "reasoned decisionmaking" on the part of Europol, the TFTP agreement achieves neither meaningful legality, reasoned decisionmaking, nor effective review.111

In assessing the TFTP's success, or lack thereof, as an instrument of Global Administrative Law, traditional conceptions of the distinction between substance and procedure do not always play out as expected with regard to legal protections for privacy. As a GAL mechanism, the TFTP is best understood as offering both substantive and procedural privacy protections. As I demonstrate, these protections overlap significantly, both in the guarantees offered by the TFTP itself as well as in the European privacy laws with which it must comply. Articles

109. Id. at 26.
110. See Commission de la Protection de la Vie Privée, supra note 96, at 20–21 (chastising SWIFT for complying with U.S. subpoenas and for maintaining servers in the United States more generally).
111. Kingsbury et al., supra note 14, at 28.
6, 7, 25, and 26 of the Data Protection Directive, which articulate, respectively, the conditions for the principles of data quality and proportionality, legitimacy of processing, principles for data transfers to a third country, and conditions for derogations from those principles, create a hodgepodge of substantive and procedural protections for personal data. In contrast, Articles 10, 11, 18, 19, and 20 offer concrete procedural requirements with which data controllers must comply.

Article 6 of the Directive requires that personal data be accurate, processed "fairly and lawfully" and for "specified, explicit and legitimate purposes," and that it not be retained for longer than necessary. It also imposes a requirement that processing be proportional to the initial purpose for which data was collected. Article 7 articulates the conditions under which data processing is "legitimate": unambiguous consent of the subject, or that it is necessary for fulfillment of a contract, compliance with a legal obligation, protection of the "vital interests" of the subject, "performance of a task carried out in the public interest," or the legitimate interests of the data controller.

These conditions substantially mix the procedural and substantive interests at stake. Indeed, perhaps the biggest distinction between the Fair Information Practices that undergird U.S. and EU privacy law and the provisions of European law itself is the specification of procedures to protect privacy. The requirement that data be processed "lawfully" and for "specified, explicit and legitimate purposes" implies that national law provides the procedures by which a company can comply. And, indeed, member states' data protection laws require that data processors inform consumers of the use and purpose of their data processing. But the proportionality requirement

113. Id. arts. 10, 11 (setting out the scope of information to be given to the data subject); arts. 18–21 (setting out the obligation to notify the Member State's supervisory authority, the scope of notification requirement, and the obligation of supervisory authority to conduct checks and to publicize operations).
114. Id. art. 6(1).
115. Id. art. 6(1)(c) ("adequate, relevant and not excessive").
116. Id. art. 7.
117. See, e.g., Bundesdatenschutzgesetz [BDSG] [Federal Data Protection Act], Sept. 1, 2009, BGBL. 2009 I at 2814, § 4(2) (Ge.); Loi relative à la pro-
in Article 6 is not always met with substantive definitions in national law. In the Belgian privacy law, in fact, the Directive's requirements are simply reiterated, not elaborated upon, whereas in the German privacy law they are not even repeated.\textsuperscript{118} Thus, while some of the Directives' requirements clearly embody procedural requirements to satisfy substantive norms of notice and limitation on data use, others raise more questions than they answer.

In the TFTP case, the German chancellor interpreted German data protection law to be amenable to data sharing of the kind Treasury sought.\textsuperscript{119} German members of European Parliament (MEPs), however, led the charge against the TFTP in the European Parliament, angering Angela Merkel and jeopardizing the transatlantic relationship.\textsuperscript{120} In fact, one of the MEPs' reactions to the ultimate TFTP deal was to call for an international binding agreement on the content of the definition of privacy—a notion that, given the amount of strife both transatlantically and within Europe on this issue, seems laughable.

Europol's Joint Supervisory Body (JSB) reviewed Europol activities in November 2010 for compliance with these procedures. While many of their findings remain classified,\textsuperscript{121} the conclusion is stunning. The JSB found that Treasury's requests were "almost identical in nature," so "abstract" and "broad" as to render it "impossible" to assess whether they were in compliance with the terms of the agreement. Moreover, JSB noted, "[i]nformation provided orally—to certain Europol staff by
the US Treasury Department, with the stipulation that no written notes are made—has had an impact upon each of Europol’s decisions; however, the JSB does not know the content of that information.”

As a matter of global administrative law, JSB’s findings indicate a severe accountability deficit. Accountability mechanisms are meant to share four features:

(1) a specified accountor, who is subject to being called to provide account including, as appropriate, explanation and justification for some specified aspect or range of his conduct; (2) a specified account holder or accountee; (3) authority on the part of the accountee to demand that the accountor render account for his performance; and (4) the ability and authority of the account holder to impose sanctions or secure other remedies for performance that he judges to be deficient or, in some cases, to confer rewards for superior performance.\(^1\)

In this case, while the first three features are present, the “account holder”—JSB—has no practical ability to impose sanctions on the Treasury for failing to comply. Moreover, JSB’s report suggests not only that the Treasury may not be complying with the terms of the agreement, but also that the very nature of the manner in which the requests are made renders it impossible for the supervising body to do its job. From the perspective of global administration, the failure of procedures at this level is even more troubling than the potential disregard for substantive norms, as it implies that transparency and free access to information are also being disregarded. Because Europol (and, by extension, the JSB) is the primary source of accountability for EU citizens whose data are being requested, the suggestion that the very architecture of the agreement makes accountability and oversight impossible leaves open the question of whether the program can be accountable at all to a European citizen.

Equally troubling is the lack of a concrete redress mechanism, a problem at the heart of the European Parliament’s initial rejection of the program. The agreement sets out rights of

access and rectification for European citizens to verify that their information has been collected in compliance with the terms of the agreement. In turn, the Treasury Department has published its “redress procedures,” which essentially require that those whose requests are denied sue the Department under the Administrative Procedures Act and/or the Freedom of Information Act (FOIA). If this requirement was merely onerous for European citizens, it would probably still be a permissible way of achieving judicial oversight of the program. But the nature of the Acts that the Redress Procedures cite is such that almost every request will be turned down under FOIA’s national security exemption.

Moreover, it is practically inexplicable that the agreement completely removes any redress mechanism within Europe itself. Not only does this place an extremely high burden on European citizens to familiarize themselves with American administrative law and to bear the high costs of litigating these (ultimately fruitless) suits, it also insulates the private actors whom it seeks to regulate from liability in their home jurisdictions by placing them completely outside of the scope of the Directive and providing an American remedy in its stead. Failing to provide a European remedy, in other words, intentionally overlooks the significance of European law on data protection in terms of negotiating the TFTP at the outset.

These characteristics of the TFTP—lack of redress, lack of accountability, and lack of oversight—should put to rest any illusions that European opposition to the program was based on principled objections to privacy-invasive activity. It is indeed difficult to see why, if European procedural protections are so strong, at least slightly more responsive mechanisms were not built into the program. I turn now to a final odd requirement within the TFTP agreement, Article 5’s “safeguard” that “the TFTP does not and shall not involve data mining or any other

---

123. Agreement, supra note 3, art. 15.
As I discuss in the next Part, it is precisely the existence of algorithmic filtering capabilities that makes bulk data transfers like those in the TFTP useful. This prohibition thus raises unanswerable questions about the content of the TFTP in a technological sense. More importantly, as I conclude, it presages important developments in the use of bulk data transfers that may not yet be ripe for international regulation.

III. IMPLICATIONS OF THE TERRORIST FINANCE TRACKING PROGRAM FOR “DATAVEILLANCE”

Although the TFTP is in large part conceived as an agreement to facilitate cooperation in the law enforcement and counterterrorism realm, it has much to say as well about the nature of evolving technology. Restrictions on bulk transfers, data processing, aggregation, and analysis techniques speak both to traditional concerns about limiting government’s ability to surveil citizens and to novel concerns about the evolving capabilities of technology in conducting surveillance. And the TFTP is best understood in light of the fact that while formal and informal agreements on mutual legal assistance and cooperation among intelligence agencies are rich and plentiful, neither normative nor procedural limitations on the uses of technology are forthcoming. Independently operating agreements like the TFTP, thus, are prime examples of how global administration is stepping in to fill the gaps in a less-than-comprehensive manner.

The landscape of international technology governance is surprisingly bleak. Technological innovation is governed in large part by recourse to the international intellectual property regime, exemplified by the World Intellectual Property Organization and the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS Agreement). The Internet Corporation for Assigned Names and Numbers (ICANN) controls the allocation of domain names, internet protocol (IP) addresses, and port and parameter numbers,
which is something like entrusting a nonprofit corporation to allocate street addresses, zip codes, and telephone numbers for the entire globe. With regard to internet governance in particular, some have raised the issue that developing nations have only an “advisory” role in influencing policy; despite seeing the internet as a global “public good,” the U.S. government (through ICANN) has a monopoly on regulating it. Others have noted that since TRIPS was concluded in 1994, and ICANN was chartered in 1998, technology has changed drastically—not just in terms of its capabilities, but also by shifting from a market-based model toward one of “user innovation and . . . open and collaborative innovative activity.”

This shift is telling not only with regard to internet governance (where much user innovation takes place) but also as shifts in communication and information technology more generally have far outpaced the expectations of the global technology governance regime writ large. As Strandburg puts it, a result of evolutions in communication technology is that “the open and collaborative innovation paradigm is able not only to find, make use of, and respond to heterogeneous and localized preferences and experience but also to operate via a global networked organizational structure which is not defined by geographical or political boundaries.” Yet just as the United States informally exercises control over the development of the Internet through ICANN, the European Union is drastically shaping the norms surrounding data privacy well beyond Europe’s borders. As Gregory Shaffer points out, through the Article 25 constraints on data transfers, “European regulation casts a net wider than Europe. In a globalizing economy, European law also constrains U.S. domestic privacy policies and practices.” In the case of the TFTP, European data privacy legislation exhibited a clear preference against large-scale data-mining.

129. Surya Mani Tripathi et al., Internet Governance: A Developing Nation’s Call for Administrative Legal Reform, 37 INT’L J. LEGAL INFO. 368, 382 (2009).
130. Strandburg, supra note 127, 871.
131. Id. at 884.
132. Shaffer, supra note 34, at 4.
The TFTP is a compelling example of a new form of surveillance, the contours of which are still being defined. Three characteristics set "dataveillance" apart from its predecessor intelligence gathering and analysis techniques. First, dataveillance is general, not individuated; surveillance takes place inside a large dataset, not by looking for information on individual suspects. Second, dataveillance relies heavily on information collected or aggregated by private actors, reducing the costs imposed on the government to compile that information itself. Finally, dataveillance is conducted by using forms of analysis developed in large part by private actors.

SWIFT is essentially a network or platform for financial institutions to communicate with each other securely. Its "core" service is the FIN messaging platform, which facilitates communication of financial transactions between banks and other institutions. SWIFT provides an "end-to-end view on payment transactions and enquiries which eliminates the 'black hole' issue" for banks and their customers. The network also permits the transfer of batched transaction information through its filesharing service, FileAct. SWIFT publishes information on its traffic monthly, making clear that it provides support to thousands of financial institutions in more than 200 countries, and transmitting millions of FIN and FileAct messages daily. It is easy to see the value of these messages in terms of financial intelligence: The same "end to end view" that benefits banking customers whose transactions get lost in the ether is the one that makes clear to the Treasury Department the pathways of terrorist finance.

The Terrorist Finance Tracking Program is just one of many financial surveillance tools in the Treasury Department's

133. Martin Kuhn dubs this form of surveillance “dataveillance,” a moniker I adopt as well. MARTIN KUHN, FEDERAL DATAVEILLANCE: IMPLICATIONS FOR CONSTITUTIONAL PRIVACY PROTECTIONS (2007).
134. Id. at 4.
arsenal. Indeed, in the oversight hearing that took place after the program’s disclosure, several members of Congress raised the issue that much of terrorist finance took place through the hawala system rather than through Western-style banking.\footnote{139}{The Terror Finance Tracking Program: Hearing Before the Subcomm. on Oversight and Investigations of the H. Comm. on Financial Services, 109th Cong. 28 (2006) (statement of Rep. Paul, Member, H. Comm. on Financial Services).} Shane Harris reports that a separate team within Treasury, called Operation Green Quest, was responsible for surveillance of hawala transactions, going so far as to build dummy websites in order to trap users who might be donating to terrorist causes.\footnote{140}{SHANE HARRIS, THE WATCHERS: THE RISE OF AMERICA’S SURVEILLANCE STATE 206-07 (2010).}

But the TFTP differs tremendously from earlier programs, not only in the scope of the data it includes, but also in the methods by which that data is parsed and followed up to develop investigations. As the following analysis should show, both public and private actors maintain a veritable arsenal of tools by which to analyze vast quantities of data, but the methods by which that analysis is accomplished are subject to very different rules in the United States than in Europe. I turn now to technological developments that are changing the landscape of data usage and analysis.

A. The Power of Data

The study of the potential of very large data sets to disclose predictive patterns is at the heart of what is known as computational social science, an emerging field that supplies new technologies for exploring vast quantities of data. Private industry has developed numerous algorithms to find patterns and relationships among thousands or even millions of transactions. For example, Google data on the volume of queries associated with particular industries is correlated with economic activity in those industries, to the extent that the trends “predict the present.”\footnote{141}{Hyunyoung Choi & Hal Varian, Predicting the Present with Google Trends, 88 Econ. Rec. (Special Issue) 2, 2 (2012).} Private industry accumulates and implements user data in a number of ways. Targeted advertising is perhaps the best-known example for consumers. In the United States, online tracking—the collection and usage of
large quantities of information about one’s web browsing history—is governed only by industry self-regulation, not by statute. This has resulted in an “opt-out” structure for consumer consent to data gathering, and consequently the proliferation of open-source software and other alternatives to limit consumers’ exposure. In contrast, the European E-Privacy Directive requires consumers to consent ex ante to usage of their data for “value added services.” An economic analysis of behavioral advertising regimes discloses that the reasons for adopting an opt-in as opposed to opt-out rule is not economic as much as it is related to the “value” of personal privacy and the somewhat intangible “costs” incurred when third parties breach that right.

142. Byron Acohido, More Web Surfers Tell Trackers To Keep Out, USA TODAY, Dec. 30, 2011, at B1 (“The FTC called for a Do Not Track mechanism that would enable Internet users to request not to be tracked . . . . But tracking and online advertising companies lobbied intensively to maintain industry self-policing as the status quo.”); see also AM. ASS'N OF ADVERT., SELF-REGULATORY PRINCIPLES FOR ONLINE BEHAVIORAL ADVERTISING 1, 15–16 (2009), available at http://www.iab.net/media/file/ven-principles-07-01-09.pdf (exemplifying a self-regulatory approach to online tracking).

143. See Andrea N. Person, Behavioral Advertisement Regulation: How the Negative Perception of Deep Packet Inspection Technology May Be Limiting the Online Experience, 62 FED. COMM. L.J. 435, 448–49 (2010) (noting that, though not required by law to do so, some companies have responded to congressional and media pressure by moving to more transparent, opt-in consent structures).


146. Michael R. Hammock & Paul H. Rubin, Applications Want To Be Free: Privacy Against Information, 7 COMPETITION POL’Y INT’L 41, 46–47 (2011) (arguing that privacy advocates do not consider the “efficiency” of the default rule by not conducting a quantitative cost-benefit analysis).
The proliferation of information about users is a consequence of the proliferation of modern technology. Verizon Wireless has 94 million wireless subscribers;\(^\text{147}\) AT&T has more than 100 million.\(^\text{148}\) Data is routinely recorded on each subscriber, conveying information not just on usage of text messaging and data plans but also on location, movement, and patterns of communication.\(^\text{149}\) Similarly, data on such disparate occurrences as credit card transactions, online searches, electricity usage, mammograms, and traffic jams is collected and stored by commercial providers.\(^\text{150}\) This data provides a wealth of information on public health issues, social relations, and economic and geographic trends, which social scientists have embraced, finding new methods of mining and analyzing sources for new patterns of human behavior.

Not surprisingly, one of the first areas to use large amounts of privately available data was public health. In 2008, Google started its Predict and Prevent Initiative, a global health initiative designed to integrate information on livestock, human, wildlife, and agricultural disease issues, and to embrace digital detection technologies.\(^\text{151}\) In 2009, a group of Google software engineers, statisticians, and social scientists published a paper on Google Flu Trends, a Google initiative that matched online search query patterns with the actual occurrence of influenza. The authors noted, "[b]ecause search

---


\(^{149}\) See, e.g., AT&T Privacy Policy, AT&T, http://www.att.com/gen/privacy-policy?pid=2506 (last visited Feb. 19, 2013) (indicating that the service collects and uses account information, usage information, and location information, and shares some of it, in some forms, with third parties).

\(^{150}\) See generally Jan Beyca, The Smart Electricity Grid and Scientific Research, 328 Sci. 979, 979–80 (2010) (discussing the increased access to customer data that is soon to be possible through the application of new technologies to electricity grids in the United States); Google Privacy Policy, Google, https://www.google.com/policies/privacy/ (last updated July 27, 2012) (discussing the collection and storage of credit card transactions, search queries, and more).

queries can be processed quickly, the resulting ILI [influenza-like illness] estimates were consistently 1-2 weeks ahead of CDC ILI surveillance reports.¹⁵² One of the authors of the paper, Larry Brilliant, later served as the chair of the National Biosurveillance Advisory Subcommittee, which endorsed (in vague terms) the use of "digital innovations" to speed detection and information, while acknowledging potential roadblocks in the form of rules about data sharing and intellectual property.¹⁵³ Google has since expanded its predictive search efforts in this area to dengue fever, using Dengue Trends to track outbreaks in the countries most affected by the illness.¹⁵⁴

"Smart" technologies also offer potential troves of data that can solve many public health conundrums. "[T]he small, cheap electronic technologies embedded into medical devices, pharmaceuticals, and environmental sensors" can be used to track asthma and respiratory illness outbreaks in the Middle East and Asia, areas currently underserved by biosurveillance technologies.¹⁵⁵ Likewise, Jan Beyea argues that the many petabytes of data created by "smart meters," which transmit information on electricity usage to utility companies, have implications for epidemiological studies related to obesity, air pollution, and electromagnetic fields.¹⁵⁶ This latter example also has broad economic significance, as Beyea points out, in that electricity usage can be examined in connection with price, household income, and household size.

Similarly, Google has shown that for certain industries, such as automotive sales, online search query trends are positively associated with contemporaneous economic activity.¹⁵⁷ Likewise, Jure Leskovec analyzed a set of 90 million news and

¹⁵⁶. Beyea, supra note 150, at 980.
¹⁵⁷. Choi & Varian, supra note 141, at 7-8.
blog articles to show both how contemporaneous “memes”—"short, distinctive phrases that travel relatively intact through on-line text"—compete with each other and how the diffusion of information across the Internet is achieved.\textsuperscript{158}

But the emergence of extremely large datasets has presented novel problems and questions for investigations of social relations and social networks. In one sense, this is almost redundant—each investigation of cell phone usage, Web sites visited, or search query patterns necessarily discloses something about users’ interests and motivations. On the other hand, researchers have uncovered patterns that delve far more deeply into users’ interests. Jure Leskovec’s work quantifying how social networks affect purchasing decisions is one example.\textsuperscript{159} Leskovec examines the influence of buyers upon each other and buyer-seller trust in the context of a large data set gleaned from Taobao, a Chinese e-commerce site, concluding that the greatest influence upon a user’s decision to buy something is the user’s previous communication through the site’s social networking tool, and not the price or the seller rating.\textsuperscript{160} In a separate study, Leskovec compares European cell phone data with two social networking sites that allow users to "check in" at specific locations, concluding that while most user travel can be explained by periodic tasks and static routines, long distance travel is correlated with visiting a far-away friend.\textsuperscript{161}

The personal nature of many of these inquiries makes it easy to see how Europeans concerned about the implications of technology for civil liberties and human dignity might worry; however, these predictive qualities also make user data a potential trove of information for law enforcement officials.


\textsuperscript{160} Id. at 166.

who seek to predict and prevent crimes. One of the most lamented post-9/11 surveillance programs, Total Information Awareness (TIA), explicitly called for "very large scale databases covering comprehensive information about all potential terrorist threats." TIA's innovation was to use both private enterprise information as well as government databases to create a more holistic picture of surveillance targets, and then use link analysis tools to come up with portraits of suspects. After John Poindexter, the former head of the Information Awareness Office, resigned in 2003, the TIA was defunded and the NSA took over at least two of the TIA's projects. One was the "Information Awareness Prototype System," which was described in the initial TIA call for proposals as "an end-to-end, closed-loop prototype system to aid in countering terrorism through prevention by integrating technology and components from existing DARPA programs." The second program that NSA adopted was called "Genoa," later "Topsail," the goal of which was "to develop decision-support aids for teams of intelligence analysts and policy personnel to assist in anticipating and pre-empting terrorist threats to U.S. interests." In this context, a "database" was "a new kind of extremely large, omni-media, virtually-centralized, and semantically-rich information repository that is not constrained by today's limited commercial database products . . . Innovative technologies are sought for treating these databases as a virtual, centralized, grand database." "Data mining" is not the only technology at play here—other tools, including link analysis, pattern matching, and network surveillance, are gaining currency as well.

162. EPIC Analysis of Total Information Awareness Contractor Documents, ELEC. PRIVACY INFO. CTR. (Feb. 2003), http://epic.org/privacy/profiling/tia/doc_analysis.html.
165. ELEC. PRIVACY INFO. CTR., supra note 162.
166. Harris, supra note 164, at 67.
167. ELEC. PRIVACY INFO. CTR., supra note 162.
168. See Open Letter from the Exec. Comm. on Ass'n for Computing Mach. Special Interest Grp. on Knowledge Discovery and Data Mining, "Data Mining" Is NOT Against Civil Liberties (June 30, 2003), http://www.sigkdd.
information about data mining, which is often disclosed under the Privacy Act, does not include other tools such as link analysis, which are sometimes equally or more important as data mining narrowly defined. Broadly, however, it is clear that the analysis of large data sets is now at the core of the American intelligence enterprise. The NSA reportedly employs a "high-volume, automated voice recognition and pattern matching system" to filter the content of international calls on which it eavesdrops.\textsuperscript{169} With the cooperation of service providers, NSA also monitors Internet traffic, including web browsing, using optical splitters within telecom facilities that duplicate the data stream and send a copy to NSA.\textsuperscript{170} In addition to its other real-time monitoring capabilities, NSA may also use third-party data mining software to establish the location and online identity of a suspect. NSA has developed some real-time monitoring capabilities with regard to detecting cyberattacks,\textsuperscript{171} including the "Perfect Citizen" initiative to detect attacks on critical infrastructure networks such as the electricity grid.\textsuperscript{172} Although Perfect Citizen focuses on operators of essential utilities, it leaves open the option of expansion to other parts of the private sector. In addition, utilities may allow NSA to monitor the technology on their networks, or may choose to deploy the technology themselves.

\textsuperscript{169} Jon Stokes, \textit{The New Technology at the Root of the NSA Wiretap Scandal}, \textsc{Ars Technica} (Dec. 20, 2005, 1:35 PM), http://arstechnica.com/old/content/2005/12/5808.ars.


Finally, the TFTP case is a classic example of intelligence agencies' reliance upon databases recording communications and transactions, including phone, text messaging, email, and financial transaction records. The real question is how NSA analyzes the data once it has obtained it. In 2004, the General Accounting Office issued a report on the prevalence of data mining in U.S. federal agencies. The report found that 52 agencies were using data mining techniques, many of which relied on data shared between agencies or between the private and public sectors. The NSA did not respond to the survey. Speculation abounds that the NSA is using social network analysis tools to analyze connections between people, transactions, and communications. The NSA potentially uses its own software to do so, but it may be as likely that the agency turns to commercial solutions, which are often cheaper and faster.

B. Global Regulation of Data Mining

As is clear, bulk data is a valuable commodity for both private and public actors, and it invites privacy concerns about aggregation as well as about data subjects' consent, anonymity, and usage. And those concerns seem more concretely addressed in the European framework—which confers enforceable rights to access, amend, control, and delete one's data—


176. See, for example, the Department of Homeland Security's decision to turn to commercially available software instead of their in-house ADVISE data-mining software because the commercial product was cheaper. Anne Broache, Report: DHS Kills Data-Mining Project, CNET (Sept. 6, 2007), http://news.cnet.com/8301-10784_3-9773243-7.html.
than in the United States framework, whose "notice and consent" and "harm-based" models are far more skeletal and reliant on industry self-regulation. In other words, the collection of this type of data, even before it is put to suspect use, is the subject of real concern in the European legal community.

Moreover, the European data protection framework—by virtue of its extraterritorial reach—has served to "ratchet up" privacy protections in other areas of the world.177 By forcing companies to pay the heightened costs of protecting privacy in multiple legal regimes, the European norms governing data privacy have diffused, to some extent, to transnational businesses based in the United States. In some sense, this goes hand in hand with the purpose of the Directive—achieving uniformity and consistency among legal regimes in Member States. By virtue of Article 25's adequacy requirements, a degree of consistency among the European states and its external trading partners now seems not only desired but also attainable. Even if this adequacy determination takes place on a case-by-case basis—as was the case with the TFTP agreement—rather than as a general matter, it is clear that the European data privacy rules have the capacity to force less-protective nations to, in some sense, comply. Exporting privacy is a key purpose of the European data privacy regime.

In light of these concerns, balanced against the existing (and growing) analysis capabilities, the TFTP agreement's allowance of bulk data transfers juxtaposed with its prohibition on "computer filtering" is curious.178 One interpretation is that Article 5 has been craftily worded so as to allow the desired analysis capabilities while seeming to prohibit all automated data analysis.179 If this is the case, it might speak to the fact that while data mining has a bad reputation in civil liberties circles, the use of computerized techniques to filter massive amounts of data is now a fact of life.180 In 2006, the Ger-

177. See generally Shaffer, supra note 34.
178. Agreement, supra note 3, arts. 2, 6.
179. This may be the case because searching a data set of millions of transactions is literally impossible without some form of "computer filtering." Because the term is undefined, however, it is unclear which forms of "computer filtering" are prohibited.
180. See Exec. Comm. on Ass'n for Computing Mach. Special Interest Grp. on Knowledge Discovery and Data Mining, supra note 168 ("[T]he current debate that portrays these Government projects as 'developing massive data
man Constitutional Court held that data mining was only permissible in the event of a "concrete danger."181 Admitting that computerized searching is taking place in the context of intelligence-gathering, rather than a specific investigation, is tantamount to conceding that a "concrete danger" exists with regard to terrorism—although this threat is by definition general, not individuated. It is thus possible that although Article 5 seems to prohibit all automated analysis, computer-aided searching goes on uninhibited under a different name. The JSB's contention that the Treasury's requests continue to be incredibly vague seems to indicate that this is the case—certainly, Treasury does not have the manpower to filter through literally millions of results without computerized assistance.

Another possibility is that the Agreement in Article 5, in the context of the European data privacy regime more generally, is actually attempting to set some kind of standard on use of cross-border bulk data transfers.182 Indeed, one argument in favor of the development of a European Terrorist Finance Tracking System is that it would avoid the evil of having to transfer the data to a third country.183 However, since the main benefit of having bulk data—rather than data collected based on individualized suspicion—is that the sheer quantity of information makes it ripe for computer-aided analysis, it is unlikely that a European version of the TFTP would not use data mining or analysis techniques.184

Hesitancy about the usage of bulk data is rooted in substantive concerns about necessity, proportionality, and aggregation's misleading and injurious to the large scientific community working on the research and development of data mining technology.

181. Bundesverfassungsgericht [BVerfG] [Federal Constitutional Court] Apr. 4, 2006, 1 BVerfGE ¶ 158 (Ger.) ("Diese Voraussetzungen sind bei der Rasterfahndung gewahrt, wenn der Gesetzgeber den Grundrechtseingriff an das Vorliegen einer konkreten Gefahr für die bedrohten Rechtsgüter knüpft.").

182. See generally Shaffer, supra note 34 (arguing that the European regime on privacy standards is leading to the creation of national standards).

183. See, e.g., European Commission, European Terrorist Financing Tracking Programme Roadmap 2 (2010), available at http://ec.europa.eu/governance/impact/planned_ia/docs/2011_home_003_terrorist_financing_tracking_en.pdf (stating the goal of being able to filter the banking data within Europe so as to provide more "targeted data" to the Treasury).

184. Id.
Because of the sharply divergent statutory frameworks and privacy norms in the EU and United States, it would be difficult to obtain consensus on how to use large quantities of data in privacy-protective ways. The online behavioral advertising approach is illustrative; where objectors to behavioral advertising in the United States use ad-hoc methods to block ads, the European E-Privacy Directive is meant to provide a blanket limitation on use of consumer data for advertising purposes. This example does not entail data transfer for additional purposes, which would further complicate the picture. Yet the policies are so different as to make it difficult to see what kind of normative agreement would facilitate responsible data transactions.

Perhaps what European-style regulation can best achieve is to implement a framework for data subjects to access, correct, and have control over their data, regardless of their nation of citizenship and the nation that is requesting or obtaining the data. But even in this relatively limited scenario, which the TFTP embodies, the difficulties of achieving global agreement on this issue have been legion, showcased (as discussed above) by the lack of redress and review mechanisms. Yet as the information society continues to grow and shift, already copious quantities of data will also continue to grow, and procedures for dealing with them are paramount.

185. See, e.g., General Data Protection Regulation, supra note 27, at Article 5 (ensuring necessity and proportionality by requiring that data be "adequate, relevant, and limited to the minimum necessary in relation to the purposes for which they are processed"); see also United States v. Jones, No. 10-1259 (U.S. Jan. 23, 2012) (Sotomayor, J., concurring) ("[T]he Government's unrestrained power to assemble data that real private aspects of identity is susceptible to abuse . . . . GPS monitoring—by making available at a relatively low cost such a substantial quantum of intimate information about any person whom the Government, in its unfettered discretion, chooses to track—may 'alter the relationship between citizen and society . . .'") (citing United States v. Cuevas-Perez, 640 F.3d 272, 285 (7th Cir. 2011) (Flaum, J., concurring)).

One solution may be to conceptualize data as a good that can be traded in and to erect an international framework around it (paralleling, in some way, the TRIPs Agreement, for example). This solution, at the very least, would acknowledge the crucial role that data transfer has played and will continue to play in building the international economy. On the other hand, it would also probably subjugate privacy concerns to economic ones. Moreover, since the issue here is not trade of data among corporations, but rather a one-way transfer from a corporation to government, conceptualizing data transfers as a form of international trade is probably not the correct framework.\textsuperscript{187}

A more effective solution may be to empower more actors in this area to contract for adequate data protection and transfer. Contracts, as the European system anticipates, play a crucial role in incorporating data protections while facilitating usage.\textsuperscript{188} The costs of complying with European regulations on one side of the Atlantic and American regulations on the other have also fostered a market for self-regulation and privacy labeling programs that can, along with contract terms, help guarantee that private enterprises take privacy more seriously.\textsuperscript{189} Contracts can also govern relationships among a variety of types of actors, including public, private, and hybrid. Empowering European companies to contract with the American government, while maintaining the threat of enforcement of European law, might raise the standard of data protection overall by forcing key stakeholders in the United States to

\textsuperscript{187} See Data Protection Directive, supra note 4, pmbl. (noting that the “free movement of goods . . . require[s] . . . that personal data should be able to flow freely,” and hence distinguishing between the movement of “goods” and “data”); see Shaffer, supra note 34, at 50 (discussing the potential role of the WTO in adjudicating data transfer disputes, and concluding that the EU has a legitimate public policy rationale to restrict data transfers to protect its citizens).


comply with European law. However, the balance of power will always be uneven when government requests information from private industry, especially in light of the counterterrorism rationale. In addition, the exchange of large sets of aggregate data would probably continue to anger European citizens and lawmakers.

CONCLUSION

This Note aims to showcase the limited capabilities of the Terrorist Finance Tracking Program as a means to regulate global data transfers. Although the normative divergences between European and U.S. privacy law are far fewer than the dominant literature suggests, the procedural differences are extensive. This makes it very difficult to come up with a regulatory regime whose procedural protections actually have teeth, despite the fact that the European data protection framework has generally achieved a "ratcheting up" of data protection standards. The result is that while the European predilection for procedural protections won out in this case, the implementation has been highly flawed. Moreover, whether bulk data transfers, and the privacy implications for aggregated consumer data analyzed through emerging technology, are sui generis remains unsolved. Yet despite its flaws, the TFTP is one of the only attempts to develop an international regulatory framework for dealing with transfers of data—a commodity that is essential not just to commerce but also to government functions. Its gaps suggest both the difficulties of coming up with a more comprehensive framework, and the imminent need to do so.

190. See Shaffer, supra note 34, at 55–56 (describing the attention that European privacy protections have drawn to the practices of American businesses).