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I. INTRODUCTION

Since the mid 1990's, e-business and electronic communication have spread rapidly and widely throughout the United States. According to one study, the majority of the U.S. population, fifty-four percent, used the Internet in September 2001, up twenty-six percent from the year before.¹ Companies are targeting their e-business efforts to reach this
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expanding customer base. By entering the world of e-business, companies can benefit from lower transaction costs, improvement in the time to take products to market, cost savings in inventory and supply chain reduction, improved communications, and the ability to outsource organizational tasks such as payroll and customer-relations management. Cost savings and easy access for both online businesses and consumers depend on the ability of such online businesses to collect, store, transfer, and analyze vast amounts of data.

As more and more business is conducted online, electronic security has become more of a concern. In 2001 alone, $380 million was lost due to breaches in electronic security.2 While terrorist attacks and financial fraud should motivate companies to carefully consider their information security, recent developments in the law require some companies to safeguard certain types of consumer information.

Additionally, Internet users appear concerned about disclosing personal identifying information. According to a recent study, eighty-nine percent of Internet users are worried that companies may sell their private information, and eighty-one percent of Internet users who seek health information want the right to sue an online web company for violations of their privacy policies.3 Companies that wish to collect and use such data need to consider what steps they can take to reassure customers and to overcome their fears. The implementation of adequate security measures may improve consumer confidence. According to one survey conducted by Cyber Dialogue, retailers lost $6.2 billion in sales in 2001 from consumers concerned about the privacy of their information.4 The focus of this Article is on legal requirements for the implementation of security safeguards to protect the privacy of information.

A. Privacy and Security

It is important to distinguish between the concepts of “privacy” and “security.” For the purposes of this Article, “privacy” involves the right of individuals to control the use and disclosure of information about them. “Security” means the safeguards (including personnel policies, information practice policies, disaster preparedness, hardware, software, and oversight) to protect information from unautho-


rized access, attacks from outside the organization, and from misuse and negligence within the organization. Intuitively, without security, it is not possible to provide complete privacy, because unauthorized access and use of personal information can occur.

To date, many commentators and regulators have focused on the requirements for the privacy of information. As a result, many companies have taken steps to protect the privacy of consumers, such as establishing and updating privacy policies, appointing privacy officers, and other similar steps to ensure that customers understand, and to some extent, control the uses of information about them. However, often no equivalent emphasis has been placed on the security of such information.

A number of laws which were passed primarily to address privacy concerns, either directly or indirectly implicate security. Examples include the Health Insurance Portability and Accountability Act (HIPAA); the Gramm-Leach-Bliley Act (the GLB Act); and the Children’s Online Privacy Protection Act (COPPA).

This Article will discuss what companies should do to comply with the security requirements of recent federal legislation governing the electronic collection and transmission of personal information. Part II of this Article will discuss online privacy policies and the security measures companies should implement to comply with statements made in such policies. Part III of this Article will discuss federal statutory security requirements, and in particular, the security measures required under HIPAA, the GLB Act, and COPPA. Part IV of this Article will discuss European regulation regarding the security of information.

II. Privacy Policies and Security

The Federal Trade Commission (the Commission) began studying online privacy issues and the effect of industry self-regulation in 1995. As a result of this survey, the Commission established four fair information principles, which the Commission believed all companies should address in their online privacy policies. These four core principals are: (1) notice; (2) choice; (3) access; and (4) security. Notice requires website operators to provide consumers with clear and conspicuous notice of the operators’ information practices, including the collection, use, and disclosure of information. Choice requires web-

6. FTC Rep. to Cong., supra note 5, at i.
7. Id. at iii.
8. Id.
9. Id. (stating a more complete definition of this principle).
site operators to offer consumers choices as to how their personal identifying information is used (both internally and externally) beyond the use for which the information was provided, e.g., to consummate a transaction.\textsuperscript{10} Access requires website operators to offer consumers reasonable access to information maintained about them, including a reasonable opportunity to review information and to correct inaccuracies or delete information.\textsuperscript{11} Security requires website operators to take reasonable steps to protect the security of the information they collect from consumers.\textsuperscript{12}

The Commission has encouraged companies to voluntarily create and publish privacy policies in conformance with its fair information principles for privacy policies.\textsuperscript{13} Many companies are not aware of the fact that by publishing such a policy, they may incur liability under the FTC Act. However, the FTC Act empowers the Commission to take action against companies for misleading or deceptive practices.\textsuperscript{14} Moreover, pursuant to § 57 of the FTC Act, the Commission has the authority to prescribe rules and general statements of policy which define with specificity those acts or practices which are unfair, or deceptive acts or practices in or affecting commerce.\textsuperscript{15} Under such authority, the Commission has treated the misuse or disclosure of confidential information other than as described in a company's privacy policy as an unfair or deceptive trade practice, and has filed claims against companies who have failed to abide by their privacy policies regarding the collection, use, and disclosure of information.\textsuperscript{16}

Until recently, the Commission's enforcement actions under the FTC Act have focused on violations of the privacy principles.\textsuperscript{17} That changed recently with the Commission's enforcement action against Eli Lilly and Company (Eli Lilly).\textsuperscript{18} For the first time, the Commission brought an action against a company for failing to take adequate security measures.\textsuperscript{19}

\textsuperscript{10} Id.
\textsuperscript{11} Id.
\textsuperscript{12} Id.
\textsuperscript{13} Id. at 10–14 (describing how the implementation of privacy notices has increased since the Commission's 1998 Report to Congress).
\textsuperscript{15} Id. § 57a(a)(1)(B).
\textsuperscript{17} Such principles as previously discussed refer to the individual's right to control the use and disclosure of information about him or her.
\textsuperscript{19} Id. at para. 5–9.
A. FTC v. Eli Lilly

According to a recent settlement between the Commission and Eli Lilly, Eli Lilly operated an email reminder service known as "Medi-Messenger," which it marketed through its Lilly.com and Prozac.com websites. Customers who utilized this service could design and receive personal email messages reminding them to take medication, or could request the receipt of other information. On June 27, 2001, Eli Lilly sent out a notice that it would be discontinuing its "Medi-Messenger" program and re-launching Prozac.com with a "new navigation and feel." Due to a programming mistake by a computer programmer, this message was mistakenly sent to all Medi-Messenger recipients with each person's email address in the "To:" line of the message. Eli Lilly's privacy policy specifically stated, "Eli Lilly and Company respects the privacy of visitors to its Web sites, and we feel it is important to maintain our guests' privacy as they take advantage of this resource. As a result, we have developed this privacy code." Additionally, the privacy policy promised that, "Our websites have security measures in place . . ." The Commission filed a complaint because Eli Lilly failed to implement or maintain appropriate internal measures to protect consumer sensitive information in violation of its privacy policy. Specifically, the complaint alleged that Eli Lilly failed to:

- provide appropriate training for its employees regarding consumer privacy and information security; provide appropriate oversight and assistance for the employee who sent out the e-mail, who had no prior experience in creating, testing, or implementing the computer program used; and implement appropriate checks and controls on the process, such as reviewing the computer program with experienced personnel and pretesting the program internally before sending out the e-mail.

On January 18, 2002, Eli Lilly agreed to settle Commission charges that it violated provisions of the FTC Act by failing to take adequate security measures to prevent the disclosure of sensitive personal information collected from consumers in violation of its privacy policy.

20. Id. at para. 3-4.
21. Id.
23. Id.
25. Id.
27. Id. at para. 7.
Pursuant to the Agreement containing the Commission’s consent order, Eli Lilly must do the following:

1. Not misrepresent the extent to which it maintains and protects the privacy of personally identifiable information;

2. Establish a security program which includes: designating appropriate personnel, identifying reasonably foreseeable internal and external security risks, conducting an annual review by qualified persons within ninety days of the order and yearly thereafter, and adjusting the program in light of any findings or recommendations;

3. For a period of five years, make certain items available to the Commission, upon the Commission’s request, such as: sample advertisements or other documents which discuss Eli Lilly’s collection, use, and security of personal information; all reports, studies, review, audits, etc., prepared by Eli Lilly or by someone on Eli Lilly’s behalf; and any documents, prepared by or on behalf of Eli Lilly which contradict or call Eli Lilly’s compliance with information security into question;

4. Deliver a copy of the order to all future officers, directors, and appropriate personnel;

5. Provide thirty days advance written notice prior to any significant corporate change such as a sale, merger, assignment, or dissolution; and

6. File a report with the Commission no later than one hundred twenty days after service of the order which details the manner and form in which Eli Lilly has complied with the order.29

Commissioner Orson Swindle filed a concurring statement with the consent order in which he stated, “Lilly’s unfortunate and unintended disclosure of prescription drug users’ personal information has given us all the opportunity to evaluate how to improve upon security practices for confidential information.”30

B. Suggested Policies and Procedures

The Eli Lilly action provides some guidance as to what security measures online companies should take to avoid possible violations of the FTC Act, and to comply with the Commission’s fair information practices principles. A key lesson to be learned is that even though the security breach that resulted in the release of personal information was unintended by the company, the Commission still brought an action against the company. To avoid similar problems, companies which have established privacy policies should consider establishing a


security program to safeguard the privacy of information collected pursuant to the privacy policy. Based upon *Eli Lilly*, it appears that the Commission requires that the security program include training of personnel regarding the importance of protecting the confidentiality of information collected from consumers, and annual audits to produce audit reports which identify possible security risks and make recommendations. In addition, companies may want to consider taking additional security precautions, such as establishing a security team, requiring annual security training, providing security reminders, enforcing user access controls and authentication, logging system usage, entering into confidentiality agreements with business partners, establishing emergency back up plans, establishing plans for testing and installing new software, and providing more technical safeguards.

III. Federal Statutory Security Requirements

In addition to the Commission's requirement that companies take steps to ensure the security of information collected pursuant to a privacy policy, there are federal statutes that impose information security obligations on companies in different industries. This section describes the security requirements of such statutes.

A. Health Insurance Portability and Accountability Act of 1996 (HIPAA)

Congress passed HIPAA with the stated purpose to:

- improve portability and continuity of health insurance coverage in the group and individual markets, to combat waste, fraud, and abuse in health insurance and health care delivery, to promote the use of medical savings accounts, to improve access to long-term care services and coverage, to simplify the administration of health insurance, and for other purposes.

HIPAA has three components: privacy, electronic transactions standards, and security and electronic signature standards. The Department of Health and Human Services (HHS) has established rules regarding each of these components. The standards for electronic transactions regulation, effective October 16, 2000, require electronic code sets for certain transactions to simplify and improve the effi-


HIPAA directly imposes security requirements on "covered entities." "Covered entities" include healthcare providers, which conduct certain transactions electronically, health plans, and health care clearinghouses. If a company maintains a self-funded health plan for its employees, it is likely that the plan will be subject to the security requirements of the HIPAA regulations. The HIPAA regulations indirectly regulate companies which are not part of the health care industry, as they require covered entities to execute contracts with business partners to impose the same obligations on them. Thus, even if a company is not a "covered entity," it may still have to comply with the requirements set forth in the HIPAA regulations if it receives or processes protected health information from covered entities, and those covered entities impose such obligations via contract. Covered entities have until April 14, 2003, to comply with the privacy regulation, and will have two years from its final release date to comply with the final security regulation.

1. Requirements Under the Proposed HIPAA Security Regulation

The security measures required under the rule are divided into four categories: (1) Administrative Procedures; (2) Physical Safeguards; (3) Technical Security Services within the covered entity; and (4) Technical Security Mechanisms to protect the confidentiality of information transmitted outside the covered entity. Generally, each measure includes a requirement, and implementations for that requirement. However, the regulation does not specify technology solutions for each requirement. Instead, each covered entity must assess the risk and make a business decision as to what solution will provide adequate risk reduction at a bearable cost.

39. Id.
40. 45 C.F.R. § 160.102.
41. Id.
43. Id. § 164.534.
45. See id. at 43,266–68 (to be codified at 45 C.F.R. pt. 142.308).
(a) **Administrative Procedures.** Administrative Procedures generally include formal procedures and documentation, to manage the selection and execution of security measures and to prescribe the conduct of personnel. HHS specifically lists twelve requirements:

(i) **Certification.** This requirement requires a covered entity to develop a checklist of required security measures and review its compliance with those measures, and to certify that the measures are in compliance with the security requirements of HIPAA. A third party may be used to conduct this certification.

(ii) **Chain of Trust Partner Agreements.** This requirement requires a covered entity to analyze its relationship with third parties and to enter into specific agreements whereby such third parties agree to protect the confidentiality and security of protected health information.

(iii) **Contingency Planning.** This requirement requires a covered entity to analyze its response plan for dealing with an emergency. A covered entity must first perform a data criticality analysis, then based on such analysis, develop a response plan. A response plan should include procedures for data backup, disaster recovery, and general procedures for personnel and records processing in an emergency mode. As part of Contingency Planning, the covered entity should test its response plan, and revise specific procedures as necessary.

(iv) **Records Processing.** This requirement requires a covered entity to document policies and procedures for the routine and non-routine receipt, manipulation, storage, dissemination, transmission, and/or disposal of health information, including proper access controls, user authorization, and user authentication.

(v) **Information Access Control.** This requirement consists of granting different levels of access to health care information by establishing policies and procedures to: authorize different levels of access, ensure that only certain levels have access to certain information, and enable modification of access levels.

(vi) **Internal Audit.** This requirement requires the review of systems activity, including the testing, reporting and revising of procedures relating to logins, file access, and the handling of security incidents.

46. Id. at 43,266.
47. Id.
48. Id.
49. Id.
50. Id.
51. Id.
52. Id.
53. Id.
54. Id.
(vii) Personnel Security. This requirement ensures that personnel have the required authority and clearances. As part of Personnel Security, there should be procedures to assure supervision of information technology maintenance personnel, to record access authorizations, to assure supervision of personnel and their information access, to require background checks, to control electronic communications, such as email, and to require security awareness training.\(^{55}\)

(viii) Security Configuration Management. This requirement shall include procedures for hardware and software installation and management, hardware and software inventory, testing of security features, and virus checking.\(^{56}\)

(ix) Security Incident Procedures. This requirement includes procedures to report security incidents, and procedures to respond when such incidents are reported.\(^{57}\)

(x) Security Management Process. This requirement includes procedures to: perform risk and cost/benefit analyses, assess internal controls, develop methods to reduce risks to acceptable levels, and establish and enforce disciplinary policies.\(^{58}\) As part of the Security Management Process, a covered entity shall establish a commitment to security by training employees regarding their responsibilities for protecting information.\(^{59}\)

(xi) Termination Procedures. This requirement includes appropriate security measures for the termination of an employee's access to information, including: lock changes, the employee's surrender of keys or other access cards, the termination of the employee's user account I.D., and the termination of the employee's authorization.\(^{60}\)

(xii) Training. This requirement includes security awareness training for all personnel, the sending of periodic security reminders, user education concerning virus protection, user education concerning the importance of log-in success, and user education in password management.\(^{61}\)

(b) Physical Safeguards. Physical Safeguards generally protect the physical computer systems and related buildings and equipment from fire and other natural and environmental hazards, as well as from intrusion.\(^{62}\) HHS specifically lists six safeguards:

\(^{55}\) Id.
\(^{56}\) Id.
\(^{57}\) Id. at 43,266–67.
\(^{58}\) Id. at 43,267.
\(^{59}\) Id.
\(^{60}\) Id.
\(^{61}\) Id.
\(^{62}\) Id. at 43,267–68.
(i) **Assignment of Security Responsibility.** This requirement requires the appointment of a security officer and perhaps a security team to oversee the implementation and continued maintenance of the other security procedures.\(^{63}\)

(ii) **Media Controls.** This requirement governs the receipt and removal of hardware and software, including: system compatibility; tracking usage; and the management of data storage, data backup, and disposal of data.\(^{64}\)

(iii) **Physical Access Controls.** This requirement requires a plan to secure the building and equipment from unauthorized access, including procedures to sign-in visitors.\(^{65}\) It also includes the implementation of the procedures described under Administrative Procedures such as: disaster recovery, user access, and records processing.\(^{66}\)

(iv) **Policies and Guidelines on Workstation Use.** This requirement includes the documentation of formal policies delineating the proper functions to be performed, the manner in which those functions are to be performed, and the physical surroundings required around specific computer terminal sites depending upon the sensitivity of information accessed at such sites.\(^{67}\)

(v) **Secure Workstation Location.** This requirement requires a company to establish policies governing the location of workstations and access to workstations.\(^{68}\)

(vi) **Security Awareness Training.** This requirement requires training personnel, including management, about the importance of security issues as described in Training under Administrative Procedures.\(^{69}\)

(c) **Technical Security Services.** Technical Security Services generally deal with the processes in place to protect information and control individual access to information.\(^{70}\) HHS specifically lists five processes:

(i) **Access Control.** This requirement includes the establishment of specific emergency access procedures dependent upon the context of the transaction, such as: (a) the time of day or the workstation location, (context-based access), (b) the user's role in the covered entity and his or her level of authorization (role-
based access), and (c) the user’s identity (user-based access).\textsuperscript{71} Access control may also include the encryption of data.\textsuperscript{72}

(ii) Audit Controls. This requirement includes the establishment of mechanisms employed to monitor, record, and examine system activity with respect to the other processes described herein.\textsuperscript{73}

(iii) Authorization Controls. This requirement includes the establishment of procedures for user authorization based upon his or her role in the organization or his or her employment status with the covered entity.\textsuperscript{74}

(iv) Data Authentication. This requirement includes the establishment of tests such as check sum, double keying, message authentication code, or digital signature to ensure that data has not been altered or destroyed in an unauthorized manner.\textsuperscript{75}

(v) Entity Authentication. This requirement includes the establishment of procedures for automatic logoff and unique user identification.\textsuperscript{76} Regarding user identification, a covered entity must require the assignment to users of one of the following: biometric numbers, passwords, personal identification numbers, telephone callback, or token cards.\textsuperscript{77}

(d) Technical Security Mechanisms. To ensure a covered entity’s security standards will protect information electronically transmitted or stored, the Technical Security Mechanisms, require the establishment of integrity controls (ensuring the validity of information), or message authentication (ensuring the message received matches the message sent), and the utilization of access controls or encryption.\textsuperscript{78} If the covered entity transmits communications electronically over open networks, it must ensure that the information cannot be easily intercepted and interpreted by parties other than the intended recipient.\textsuperscript{79} Such assurance can be achieved through the implementation or installation of alarms, audits, authentication procedures, and event/security incident reporting procedures.\textsuperscript{80}

2. Scope of Security Compliance

A review of the foregoing HIPAA security requirements should make it clear that security has three major components: people, process, and technology. The HIPAA security regulation tries to address

\begin{footnotesize}
\begin{enumerate}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\item \textit{Id.}
\end{enumerate}
\end{footnotesize}
the "process component" repeatedly by requiring the establishment and enforcement of security policies.\textsuperscript{81} It addresses the people component also through policies, but in addition, by requiring training, documented procedures, and audits. Finally, technology is the smallest of the components, and really only addressed in Technical Security Services and Technical Security Mechanisms. While HIPAA acknowledges the need for technology solutions,\textsuperscript{82} the majority of effort involved in complying with the HIPAA security regulation is organizational and operational, rather than the implementation of technology.

3. Importance of Compliance

Even though compliance with the privacy and security components of HIPAA is not yet required, companies should be aware that courts are starting to emphasize the importance of the HIPAA regulations. In one recent court case in Virginia, the district court judge denied a hospital's motion to quash the government's subpoena of patient medical records.\textsuperscript{83} Citing the provisions of HIPAA and applying a balancing test, the judge said "in light of the strong federal policy in favor of medical records, I find that it would be 'unreasonable or oppressive' to permit disclosure of these records at trial without the opportunity for the affected patient to object."\textsuperscript{84} This case appears to be the first example of courts looking to the HIPAA regulations for guidance, even when such regulations were clearly not effective or applicable.

Additionally, a violation of HIPAA can result in civil penalties assessed by HHS of up to $100 per occurrence, up to a maximum amount of $25,000 per year, per person who violates a single requirement.\textsuperscript{85} If HHS assesses separate fines for each component of a privacy rule requirement, these penalties may multiply to an amount in excess of one million dollars per person per violation of a single privacy rule requirement. HHS has interpreted not using standard code sets mandated by the transaction standards as four possible violations, and is considering imposing separate fines for each component of the security requirements.\textsuperscript{86}

\textsuperscript{81} See generally id. at 43,263–69.
\textsuperscript{82} Id. at 43,268.
\textsuperscript{83} United States v. Sutherland, 143 F. Supp. 2d 609 (W.D. Va. 2001) (order denying motion to quash).
\textsuperscript{84} Id. at 613.
\textsuperscript{85} 42 U.S.C. § 1320d–5(a)(1) (Supp. V 1999). It is important to note that no penalty (or a reduced penalty) will be assessed if noncompliance was reasonably discovered, provided there was reasonable cause and no willful neglect, or if a violation was corrected within thirty (30) days of discovery.
Individuals may also be charged with criminal penalties for knowing and wrongful disclosure of individually identifiable health information. The general penalty assessed for knowing and wrongful disclosure is a $50,000 fine, or one year imprisonment, or both. If the disclosure was made under false pretenses, the penalty is a $100,000 fine, or five years imprisonment, or both. If the disclosure was made with the intent to sell the protected health information, the penalty is a $250,000 fine, or ten years imprisonment, or both.

B. The Gramm-Leach-Bliley Act

The Gramm-Leach-Bliley Act (the GLB Act), also known as Title V of the Financial Services Act, was signed into law on November 12, 1999. Comments to the statute indicate that Congress passed this law because of its belief that each financial institution has “an affirmative and continuing obligation to respect the privacy of its customers and to protect the security and confidentiality of those customers’ nonpublic personal information.” “Nonpublic personal information” is defined as any personally identifiable financial information provided by a consumer to a financial institution as a result of a transaction, or otherwise obtained by the financial institution.

The scope of the GLB Act is broader than might be expected. The term “financial institution” is not simply limited to banks. It appears to include banks, mortgage loan companies, credit unions, broker/dealers, companies which issue credit cards, and any other institution which engages in financial transactions with or provides financial products or services to consumers. It should be noted, however, that simply accepting a credit card, or having a lay-away plan should not bring a retailer under the scope of the GLB Act.

Privacy regulations promulgated by federal agencies pursuant to the GLB Act require a financial institution to provide each individual

88. Id. § 1320d-6(b).
89. Id.
90. Id.
92. Id. § 6809(3)-(4) (defining financial institution and consumer).
93. Id. § 6801(a).
94. Id. § 6809(4)(A).
95. See FTC Privacy of Consumer Financial Information, 16 C.F.R. § 313.3(k)(2) (2001).
96. See id.
97. Id. § 313.3(k)(4).
98. Federal banking agencies (the Office of Comptroller of the Currency (OCC), the Board of Governors of the Federal Reserve System (FRB), the Board of Directors of the Federal Deposit Insurance Corporation (FDIC), and the Office of Thrift Supervision (OTS), collectively, the Banking Agencies); the Secretary of the Treasury; the State insurance authorities; the Board of the National Credit Union Administration (NCUA); the Securities Exchange Commission; and the Federal Trade Commission. 15 U.S.C. § 6804(a).
customer with a clear statement of its policies and practices for protecting the privacy of non-public personal information. 99 Financial institutions must also provide clear and conspicuous notice about how information may be disclosed to third parties, and must provide customers an opportunity to opt out of such disclosures in advance. 100

1. Security Requirements Promulgated by Federal Agencies Under the GLB Act

Pursuant to 15 U.S.C. § 6801(b), various agencies are granted the authority to establish their own “Safeguards Rule,” setting out appropriate administrative, technical, and physical safeguards for financial institutions subject to the agencies’ jurisdiction to: (1) insure the security and confidentiality of customer records and information; (2) protect against any anticipated threats or hazards to the security or integrity of such records; and (3) protect against unauthorized access to or use of such records or information which could result in substantial harm or inconvenience to any customer. 101 The remainder of this section shall focus on the Safeguards Rule as implemented by each of these agencies (except for the Department of the Treasury which adheres to the rules promulgated by the OCC and OTC, and except for state insurance authorities, because the scope of this article is limited to federal security issues).

(a) Interagency and NCUA102 Safeguards Rules. The Interagency Guidelines103 (the Guidelines) require covered financial institutions to develop and implement an information security program which will: (1) involve the board of directors and management; (2) assess security risks; (3) manage and control risk as part of a comprehensive risk management plan; and (4) oversee outsourcing arrangements. 104 Compliance was required by July 1, 2001. 105

100. Id. § 6802(b).
101. Id. § 6801(b).
102. NCUA Rule applying to credit unions tracks the same requirements for security as the Interagency Guidelines, but phrases the requirements with the word “should,” rather than “shall,” 12 C.F.R. § 748 (2001).
(i) **Involve the Board of Directors and Management.** Specifically, the Guidelines require that the board of directors of each financial institution shall approve the financial institution's written information security policy and oversee the development, implementation, and maintenance of an effective information security program.\(^{106}\) The financial institution's management shall regularly: (a) evaluate the impact on the financial institution's security program of changing business arrangements; (b) document compliance with the Guidelines; and (c) report to the board on the overall status of the information security program, including material matters related to: risk assessment; risk management and control decisions; results of testing; attempted or actual security breaches or violations and responsive actions taken by management; and any recommendations for improvements in the information security program.\(^{107}\)

This requirement was imposed because the "[a]gencies believe that a financial institution's overall information security program is critical to the safety and soundness of the institution. Therefore, the final Guidelines continue to place responsibility on an institution's board to approve and exercise general oversight over the program."\(^{108}\) Thus, the agencies placed a responsibility on directors (who have a fiduciary duty to their company)\(^ {109}\) to become involved in creating and evaluating the information security policy.

(ii) **Assess Security Risks.** Further, each financial institution shall identify and assess the risks that may threaten the security, confidentiality, or integrity of customer information systems.\(^ {110}\) As part of the risk assessment, a financial institution shall determine the sensitivity of customer information and the internal or external threats to the financial institution's customer information systems.\(^ {111}\) Each financial institution shall assess the sufficiency of policies, procedures, customer information systems, and other arrangements in place to control risks.\(^ {112}\) In addition, each financial institution shall monitor, evaluate, and adjust its risk as-

---


109. See Sec. 55 of the Investment Company Act of 1940 and generally, most state corporation laws.

110. Id.


ssessment in light of any relevant changes to technology, the sensitivity of customer information, and the internal or external threats to information security.\[^{113}\]

(iii) **Manage and Control Risk.** Each financial institution shall establish written policies and procedures that are adequate to control the identified risks and achieve the overall objectives of the financial institution’s information security program.\[^{114}\] In establishing the policies and procedures, each financial institution should consider appropriate: (a) access rights to customer information; (b) access controls on customer information systems, including controls to authenticate and grant access only to authorized individuals and companies; (c) access restrictions at locations containing customer information, such as buildings, computer facilities, and records storage facilities; (d) encryption of electronic customer information, including while in transit or in storage on networks or systems to which unauthorized individuals may have access; (e) procedures to confirm that customer information system modifications are consistent with the financial institution’s information security program; (f) dual control procedures, segregation of duties, and employee background checks for employees with responsibilities for or access to customer information; (g) contract provisions and oversight mechanisms to protect the security of customer information maintained or processed by service providers; (h) systems and procedures to detect actual and attempted attacks on or intrusions into customer information systems; (i) response programs that specify actions to be taken when unauthorized access to customer information systems is suspected or detected; (j) protection against destruction of customer information due to potential physical hazards, such as fire and water damage; and (k) response programs to preserve the integrity and security of customer information in the event of computer or other technological failure, including, where appropriate, reconstructing lost or damaged customer information.\[^{115}\]

In addition to the establishment of policies and procedures, each financial institution shall train staff to recognize, respond to, and, where appropriate, report to regulatory and law enforcement agencies any unauthorized or fraudulent attempts to obtain customer information.\[^{116}\] Each financial institution shall also regularly employ independent third parties to test the key controls,


systems, and procedures of the information security program.\textsuperscript{117} The frequency and nature of such tests should be determined by the risk assessment.\textsuperscript{118} In light of any relevant changes in technology, the sensitivity of customer information, or the threats to information security, each bank shall adjust its policies and procedures accordingly.\textsuperscript{119}

(iv) \textit{Oversee Outsourcing Arrangements}. Each financial institution shall establish policies and procedures to monitor and manage outsourcing arrangements to confirm that its service providers have implemented an effective information security program to protect customer information and customer information systems consistent with the Guidelines.\textsuperscript{120}

(b) \textit{The Federal Trade Commission's Safeguards Rule}. The Commission's proposed Safeguards Rule\textsuperscript{121} also requires the development, implementation, and management of a security program; an assessment of security risks; procedures to manage and control risk; and oversight of outsourcing arrangements similar to the requirements of the Interagency Guidelines, but applicable to all financial institutions not otherwise subject to the authority of the other agencies listed herein. In its Safeguards Rule, the Commission has proposed modifications to the Interagency Guidelines. First, the Commission allows a financial institution to designate an employee or employees to coordinate the information security program, rather than requiring the board of directors and management to perform this task.\textsuperscript{122} Second, the Commission requires an assessment of security risks in each relevant area of operations, including: (1) employee and management training; (2) information systems, including: information processing, storage, transmission and disposal; and (3) prevention and response measures for system failures or other unauthorized intrusions.\textsuperscript{123} Finally, the Commission does not require provisions granting financial institutions oversight authority in their contracts with service providers.\textsuperscript{124}

(c) \textit{The Securities Exchange Commission's (SEC) Safeguards Rule}. The SEC's Safeguards Rule, or Regulation S-P,\textsuperscript{125} was promulgated to
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require investment advisors registered with the SEC, brokers, dealers, and investment companies to adopt appropriate policies and procedures that address the protection of customer information and records. Consistent with all of the above Safeguards Rules, the SEC requires that the aforementioned persons or entities comply with the GLB Act by "taking reasonable measures to ensure the security and confidentiality of information," protecting against anticipated threats or hazards, and protecting against unauthorized access to or use of customer records that could result in substantial harm or inconvenience to customers.\(^\text{126}\) While the other Safeguards Rules set forth specific criteria for a security program, the SEC requires only that covered entities establish policies and practices designed to address the GLB Act provisions.\(^\text{127}\) In establishing these policies and practices, investment companies and broker dealers should consider that the SEC may well look to the more developed regulations of the Federal Trade Commission and other federal agencies in determining whether such broker dealers and investment companies have adopted appropriate policies and procedures.

2. Importance of Compliance

The GLB Act places enforcement of the Act on the regulating agencies.\(^\text{128}\) Thus, the primary legal risk of failing to comply is that the appropriate regulating agency will bring an action against the company. However, companies should also consider the business risk, such as the impact on their business of a major public security breach involving customer financial data. It is possible that a large scale security breach could undermine consumer confidence in the financial institution, negatively impacting customer relationships.

C. Children's Online Privacy Protection Act

Primarily in response to the Federal Trade Commission's report to Congress in 1998, Congress passed COPPA, which was enacted on October 21, 1998.\(^\text{129}\) Generally, COPPA makes it unlawful for an operator of a website or online service provider directed to children, or any operator that has actual knowledge that it is collecting personal information from a child, to collect personal information from a child under the age of 13, without verifiable parental consent.\(^\text{130}\) Specifically, the online service provider must provide notice of what information is collected; how the information will be used; how parental consent should be obtained; and the opportunity for a parent to review, make changes, delete, or prohibit the provider's use and mainte-
nance of previously submitted information. An operator is also required to send new notice if collection, use, or disclosure practices materially change.

In addition to the foregoing privacy requirements, by law, the operator must establish and maintain reasonable procedures to protect the confidentiality, security, and integrity of personal information from children. The Act does not describe what actions constitute such reasonable procedures. However, the Commission has given guidance as to what it thinks are reasonable security procedures for financial institutions in its Safeguard Rule promulgated in the GLB Act, and for companies in general under the terms of the settlement with Eli Lilly. Given the public policy inherent in protecting children from commercial exploitation, companies which are subject to COPPA should consider reviewing the Commission's public statements on security, and should carefully consider their information security programs.

1. Importance of Compliance

The Commission may bring enforcement actions and impose civil penalties for violations of COPPA in the same manner as for other rules under the FTC Act. In addition, under the FTC Act which generally prohibits unfair or deceptive trade practices, the Commission is authorized to examine unfair information practices in use before COPPA's effective date. The Commission is authorized to impose fines of up to $10,000 per occurrence and may also issue cease and desist orders. In addition, companies should consider the possible negative business impact of a security breach involving the personal data of children.

IV. European Data Requirements

While the U.S. has fairly extensive regulation of security, it is not alone in such regulation. Member states of the European Union also impose security requirements on companies which collect consumer data in Europe.

131. Id. § 6502(b).
134. Id.
136. See Agreement Containing Consent Order, supra note 29, at pt. 1.
137. 16 C.F.R. § 312.9.
139. Id. § 41–57a.
A. European Union Directive

It has been estimated that Internet growth in Europe will surpass that in the U.S. within the next two to three years. U.S. companies that collect data in Europe should be familiar with the European Union’s (EU’s) comprehensive privacy legislation, the Directive on Data Protection (the Directive). The Directive is designed to regulate the collection, transfer, and use of personal data from European Internet users. The Directive requires each member country to implement legislation requiring creation of government data protection agencies, registration of data bases with those agencies, and in some instances, prior approval before personal data may be processed. With respect to security, the directive specifically requires:

1. Member States shall provide that the controller must implement appropriate technical and organizational measures to protect personal data against accidental or unlawful destruction or accidental loss, alteration, unauthorized disclosure, or access, in particular where the processing involves the transmission of data over a network, and against all other unlawful forms of processing. Having regard to the state of the art and the cost of their implementation, such measures shall ensure a level of security appropriate to the risks represented by the processing and the nature of the data to be protected.

2. The Member States shall provide that the controller must, where processing is carried out on his behalf, choose a processor providing sufficient guarantees in respect to the technical security measures and organizational measures governing the processing to be carried out, and must ensure compliance with those measures.

3. The carrying out of processing by way of a processor must be governed by a contract or legal act binding the processor to the controller and stipulating in particular that: (i) the processor shall act only on instructions from the controller, and (ii) the obligations set out in paragraph 1, as defined by the law of the Member


141. See Directive 95/46/EC on the Protection of Individuals with Regard to the Processing of Personal Data and on the Free Movement of Such Data. To date, eleven (Austria, Belgium, Denmark, Finland, Greece, Italy, the Netherlands, Portugal, Spain, Sweden, and the United Kingdom) of the fifteen EU member states have implemented the Directive, leaving France, Germany, Ireland, and Luxembourg as having not implemented the Directive. See http://europa.eu.int/comm/internal_market/en/media/dataprot/law/impl.htm.
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State in which the processor is established, shall also be incumbent on the processor.

4. For the purposes of keeping proof, the parts of the contract or the legal act relating to data protection and the requirements relating to the measures referred to in paragraph 1 shall be in writing or in another equivalent form.143

Companies which collect data in Europe should review the laws of the appropriate member state to determine how the security requirements of the Directive have been implemented. In addition, companies which export such data to the U.S. may want to consider taking advantage of a safe harbor. The U.S. Department of Commerce, in consultation with the European Commission, has developed a “safe harbor” agreement (the Safe Harbor).144

1. Safe Harbor

The Safe Harbor permits U.S. companies to export European data to the U.S., and with limited exceptions, any claims regarding compliance with the Safe Harbor requirements will be decided in the U.S. in accordance with U.S. legal principles.145

To be assured of Safe Harbor benefits, an organization must review its practices regarding the collection and use of personal information from EU member states, and then take the necessary steps to ensure that its practices comply with Safe Harbor and the seven data principles set forth below.146 In general terms, the principles require the following:

- **Notice:** An organization collecting and using personal information must notify individuals about the purposes for which the information will be used, ways in which they can limit the use of their own information, and complaint procedures.
- **Choice:** Individuals must be given the choice to prohibit their personal information from being disclosed to third parties or used for purposes other than originally stated.
- **Transfers to Third Parties:** Organizations must conform to the notice and choice principles to transfer information to a third party.
- **Access:** Individuals must have access (unless the burden or expense is unduly burdensome) to their own personal information held by an organization, and be able to check and correct that information where it is inaccurate.
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• Security: Organizations must take reasonable precautions to protect personal information from loss, misuse and unauthorized access, disclosure, alteration, and destruction.

• Data Integrity: An organization must only collect the minimum information necessary, and must take reasonable steps to ensure that data is reliable for its intended use, accurate, complete, and current.

• Enforcement: An organization must ensure that it has mechanisms in place to address complaints from individuals; that it has procedures for verifying compliance with the Safe Harbor; and that it can remedy problems.147

2. Effect on U.S. Companies

It should be noted that while these principles are similar to the FTC's four guiding principles, they are in some ways stricter. However, U.S. companies may want to look at the FTC's interpretation of its principles for some guidance in interpreting the Safe Harbor principles. An organization trying to reach the Safe Harbor may also follow the guidance set forth in the frequently asked questions on self-certification.148 As of July 2, 2002, only 208 companies are reported to have sought the Safe Harbor and to be current in their compliance.149

V. Conclusion

While commentators and companies have focused on privacy requirements, recent developments indicate that companies should also focus their attention on security. Companies which collect data pursuant to privacy policies should be concerned with taking adequate security measures to meet the promises that they made in their privacy policies. Companies which are in the health care industry, or which maintain a self-funded health plan, should be concerned about the need to comply with the security obligations with respect to health information under HIPAA. Financial institutions have had a duty, for the last eight months, to comply with federal security regulations, and companies which collect data in Europe also appear to be subject to security requirements, either through European law or the Safe Harbor.

In addition to the legally imposed security requirements, companies should consider the potential impact to their businesses of a major public security breach. Security will never be perfect, and for most companies it will not be a revenue source. However, many companies
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now appear to be required by law, and pragmatic considerations of protecting their businesses, to implement new information security solutions.